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Abstract. A well-known result of Ajtai Komlós, Pintz, Spencer, and Szemerédi [J. Combin. The-
ory Ser. A 32, 321–335, 1982] states that every k-graph H on n vertices, with girth at least five,

and average degree tk−1 contains an independent set of size cn(log t)1/(k−1)/t for some c > 0. In
this paper we show that an independent set of the same size can be found under weaker conditions
allowing certain cycles of length 2, 3 and 4.

Our work is motivated by a problem of Lo and Zhao, who asked for k ≥ 4, how large of
an independent set a k-graph H on n vertices necessarily has when its maximum (k − 2)-degree
∆k−2(H) ≤ dn. (The corresponding problem with respect to (k − 1)-degrees was solved by Kos-
tochka, Mubayi, and Verstraëte [Random Structures & Algorithms 44, 224–239, 2014].) In this
paper we show that every k-graph H on n vertices with ∆k−2(H) ≤ dn contains an indepen-

dent set of size c(n
d

log log n
d

)1/(k−1), and under additional conditions, an independent set of size

c(n
d

log n
d

)1/(k−1). The former assertion gives a new upper bound for the (k − 2)-degree Turán
density of complete k-graphs.

1. Introduction

1.1. History and main results. A k-uniform hypergraph (k-graph) consists of a vertex set V
and an edge set E, which is a family of k-element subsets (k-subsets) of V . Given a (hyper)graph
H, an independent set is a set of vertices that contains no edge. The independence number α(H)
is the size of a largest independent set of H. Many extremal problems in Combinatorics can be
phrased as problems of finding independence numbers, which has found applications in Ramsey
theory, number theory, discrete geometry, and coding theory.

Given a k-graph H on n vertices, how large is α(H) in terms of average (vertex) degree d =
k|H|/n? Turán’s theorem [19] shows that α(H) ≥ n

d+1 for any graph H on n vertices with average

degree d. In [17] Spencer observed that every k-graph H with n vertices and average degree d
satisfies

(1.1) α(H) ≥
(

1− 1

k

)
n

d1/(k−1)
.

To see it, let s = n/d1/(k−1). By averaging, there exists an s-subset S ⊂ V (H) spanning at most

|H|
(
s
k

)(
n
k

) ≤ |H|( s
n

)k
=
nd

k

(
1

d1/(k−1)

)k
=

n

kd1/(k−1)
=
s

k

edges. Removing one vertex from each of these edges creates an independent subset of S with at
least (1− 1/k)s vertices.

A fundamental question on (hyper)graphs is under which condition, a k-graph on n vertices with

average degree d contains an independent set of size ω(d)n/d1/(k−1) for some function ω(d) → ∞
as d→∞? A seminal result of Ajtai, Komlós, and Szemerédi [2] states that if H is a triangle-free
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graph on n vertices with average degree d, then α(H) ≥ c(log d)n/d for a constant c > 0. (All
logarithms in this paper have base e = 2.718...)

Fix k ≥ 2. A (k-uniform) cycle of length ` (in short, `-cycle) is a k-graph (V,E) such that
E = {e1, . . . e`} and there exist distinct vertices v1, . . . , v` ∈ V such that vi ∈ ei∩ei+1 for i = 1, . . . , `
(where e`+1 = e1). In particular, a 2-cycle consists of two edges that share at least two vertices.
Ajtai, Komlós, Pintz, Spencer, and Szemerédi [1] showed that a large independent set exists if the
(hyper)graph contains no cycles of length at most four (i.e., girth at least five). Throughout the
paper we will use standard O, o,Ω,Θ notations assuming n→∞.

Theorem 1.1 (Ajtai et al. [1]). Suppose k ≥ 2 and k � t� n. Let H be a k-graph on n vertices
with average degree tk−1. If H contains no cycles of length at most four, then

α(H) = Ω
(n
t

(log t)1/(k−1)
)
.(1.2)

It was shown in [8] that for k ≥ 3, the bound (1.2) holds even for H containing no 2-cycle
(known as linear k-graphs). On the other hand, random hypergraphs show that (1.2) is sharp.
Let Gk(n, p) be a random k-graph on n vertices, in which each k-set is chosen to be an edge
independently with probability p = (t/n)k−1. After removing (a small amount of) vertices from
cycles of length at most four, we obtain a subhypergraph H of Gk(n, p) with girth at least five and

with α(H) = O(nt (log t)1/(k−1)).

In this paper we study the independence number of k-graphs (k ≥ 3) under various degree
conditions. Given a hypergraph H and a set S ⊆ V (H), the degree degH(S) is the number of
edges containing S. Given 0 ≤ ` < k, let δ`(H) and ∆`(H) denote the minimum and maximum
of degH(S) over all `-subsets of V (H), respectively. We often write δ(H) for δ1(H) and ∆(H) for
∆1(H).

Theorem 1.1 can be derived from its vertex degree version, which assumes ∆1(H) ≤ 2tk−1.
Indeed, if the average degree of H is at most tk−1, then at least a half of its vertices have degree at
most 2tk−1, and one can find an independent set of the subhypergraph induced on these vertices.

Kostochka, Mubayi, and Verstraëte [11] considered the independence number of hypergraphs
with given maximum (k− 1)-degree and proved the following theorem, which also follows from the
aforementioned result of [8].

Theorem 1.2 (Kostochka, Mubayi, Verstraëte [11]). Suppose 3 ≤ k ≤ n and 0 < d < n/(log n)3(k−1)2.

Then every k-graph on n vertices with ∆k−1(H) ≤ d satisfies α(H) = Ω
(
(nd log n

d )1/(k−1)
)
.

Note that ∆k−1(H) ≤ d implies that ∆`(H) ≤ O(dnk−`−1) for every ` ≤ k − 1; in particular,

∆1(H) ≤ dnk−2. Let t > 0 satisfy tk−1 = dnk−2. Then n/t = (n/d)1/(k−1) and consequently, the
bounds for α(H) in Theorems 1.1 and 1.2 are about the same. We further note that in [11] two
constructions were given to show that Theorem 1.2 is best possible up to the constant factor hidden
in Ω: one construction is a blow-up of a partial Steiner system considered in [16]; the other one is
the random k-graph Gk(n, p).

It is natural to ask if one can strengthen Theorem 1.2 by replacing ∆k−1(H) ≤ d with ∆`(H) ≤
dnk−`−1 for some ` ≤ k − 2. Note that we cannot let ` = 1 (without any additional condition)
because the union of disjoint cliques gives a counterexample. The following problem was raised
(implicitly) by Lo and Zhao when they studied the `-degree Turán density of complete k-graphs
[14].

Problem 1.3 (Lo and Zhao [14]). Given 2 ≤ ` < k and 0 < d � n, let H be a k-graph on

n vertices such that ∆`(H) ≤ dnk−`−1. Is it true that α(H)/(nd )1/(k−1) → ∞ and even α(H) =

Ω((nd log n
d )1/(k−1))?
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In [5, 18] a k-graph H on n vertices with ∆`(H) ≤ λ is called an (n, k, `, λ)-system. Tian and
Liu [18] and later Bohman, Liu, and Mubayi [5] studied the independence number of (n, k, `, λ)-
system and obtained a tight bound when λ = o(n). Unfortunately these results offer no help on
Problem 1.3 because dnk−`−1 > n when ` ≤ k − 2.

Problem 1.3 seems much harder when 2 ≤ ` ≤ k − 2 than the case of ` = k − 1. Indeed, when
∆k−1(H) ≤ d, we can use the deletion method to delete all 2-cycles and apply the result of [8] to
obtain a large independent set. In contrast, knowing ∆`(H) for some ` < k − 1 gives no control
on the number of 2-cycles with two edges sharing k− 1 vertices. Nevertheless, we are able to show
that α(H)/(n/d)1/(k−1) →∞ for all k-graphs H on n vertices with ∆k−2(H) ≤ dn.

Theorem 1.4. Let k ≥ 4 and 0 < d < n. If H is a k-graph on n vertices with ∆k−2(H) ≤ dn,

then α(H) = Ω
(

(nd log log n
d )

1
k−1

)
.

The main tool in the proof of Theorem 1.4 is a recent result of Bohman, Liu, and Mubayi [5].

As a supportive evidence of Problem 1.3, we obtain the desired independence number α(H) =

Ω((nd log n
d )1/(k−1)) after forbidding a small range of values for (k − 1)-degrees in Theorem 1.5. If

we in addition assume that H does not contain a certain family of 4-cycles, then we can reduce
the forbidden range to a logarithmic size.1 We say that a 4-cycle with edges e1, e2, e3, e4 has clean
intersections if e1 ∩ e3 = ∅ and e2 ∩ e4 = ∅. See Figure 1 for 4-uniform 4-cycles with clean
intersections.

Figure 1. 4-cycles with clean intersections

Theorem 1.5. Let k ≥ 4 and 0 < d ≤ n. Suppose H is a k-graph on n vertices with ∆k−2(H) ≤ dn
satisfying either of the following conditions:

(1) there exists ε > 0 such that deg(S) 6∈
(
n
k−2
k−1
−εd

1
k−1

+ε, n
k−2
k−1d

1
k−1

)
for every S ∈

(V (H)
k−1

)
;

(2) deg(S) 6∈
(
n
k−2
k−1d

1
k−1 / log(nd )k+1, n

k−2
k−1d

1
k−1

)
for every S ∈

(V (H)
k−1

)
, and H has no 4-cycle

with clean intersections.

Then α(H) = Ω
(
(nd log n

d )1/k−1
)
, where the constant factor may depend on ε in Case (1).

Theorem 1.5 follows from our main technical result, Theorem 1.9, presented near the end of this
section.

1.2. Other results and technical theorem. Problem 1.3 has an immediate application on hy-
pergraph Turán densities. For a k-graph F , let ex(n, F ) be the largest number of edges in a k-graph
on n vertices containing no copy of F (namely, F -free). Determining or estimating ex(n, F ) is a
classical problem in extremal combinatorics. In [13, 15], the following variant of the Turán problem
was introduced. For 0 ≤ ` ≤ k − 1, we denote by ex`(n, F ) the maximum minimum `-degree

1In fact, we can reduce the upper bound n
k−2
k−1 d

1
k−1 to n

k−2
k−1 d

1
k−1 /(log(n/d))

1
k−1 both in Conditions (1) and (2) and

the proof is similar. We choose not to present this stronger version because the gap between the lower and (new)
upper bounds is still in the same order of magnitude while the proof becomes more technical.
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δ`(H) among all F -free k-graphs H on n vertices and let π`(F ) = limn→∞ ex`(n, F )/
(
n
k−`
)

be the
corresponding Turán density. It is well-known that

π0(F ) = π1(F ) ≥ π2(F ) · · · ≥ πk−1(F )(1.3)

holds for all k-graphs F . Let Kk
t denote the complete k-graph on t vertices. Improving the bounds

in [9, 13], Lo and Zhao [14] obtained asymptotically tight bounds for πk−1(Kk
t ) by showing that

πk−1(Kk
t ) = 1 − Θ(log t/tk−1) as t → ∞. If the second question in Problem 1.3 has a positive

answer, then π`(K
k
t ) = 1−Θ(log t/tk−1) for 2 ≤ ` ≤ k − 2.

As a corollary of Theorem 1.4, we improve the upper bound for the (k−2)-degree Turán density

of Kk
t (for large t). Previously it was only known that πk−2(Kk

t ) ≤ π0(Kk
t ) ≤ 1− 1/

(
t−1
k−1

)
by (1.3)

and a result of de Caen [7].

Corollary 1.6. Given k ≥ 4, there exists c0 > 0 such that πk−2(Kk
t ) ≤ 1− c0 log log t/tk−1.

The following theorem is a corollary of our Theorem 1.9 and its proof is very similar to the one
of Theorem 1.5.

Theorem 1.7. Given k ≥ 4, 0 < ε ≤ 1, suppose (log n)12k/ε ≤ t ≤ n1/(1+ε) and n is sufficiently
large. Let H be a k-graph on n vertices with

∆1(H) ≤ tk−1, ∆i(H) ≤ tk−i−ε for 2 ≤ i ≤ k − 2, and ∆k−1(H) ≤ t/(log t)k+1.(1.4)

If H contains no 4-cycles with clean intersections, then α(H) = Ωk,ε

(
n
t (log t)1/(k−1)

)
.

Bennett and Bohman [4] showed that with high probability, the random greedy algorithm on H
produces a large independent set as long as H satisfies certain degree and pair degree conditions.
Cooper and Mubayi [6] showed that such large independent set exists under degree conditions alone.

Theorem 1.8 (Cooper and Mubayi [6]). Fix k ≥ 3 and let H be a k-graph with ∆1(H) ≤ tk−1

and ∆i(H) ≤ tk−i/f for 2 ≤ i < k. Then χ(H) = O
(

( ∆
log f )1/(k−1)

)
, in particular, α(H) =

Ω
(
n
t (log f)1/(k−1)

)
.

Unlike Theorem 1.8, our Theorem 1.7 has no implication on the chromatic number χ(H) and
assumes that H does not contain certain family of 4-cycles. On the other hand, applying Theo-
rem 1.8 under the assumption (1.4), one would obtain that α(H) = Ω

(
n
t (log log t)1/(k−1)

)
, which

is weaker than the conclusion of Theorem 1.7.

At last, we present our main technical result. Let H = {H2, . . . ,Hk} be a hypergraph, where
each Hi is an i-uniform hypergraph on V (H). We say that H has the BOUQUET property if H
satisfies the following structural conditions. Note that a linear 3-cycle (in a hypergraph) consists
of three edges e1, e2, e3 such that e1 ∩ e2 = {v1}, e2 ∩ e3 = {v2}, and e3 ∩ e1 = {v3} for distinct
vertices v1, v2, v3. Recall that a 4-cycle with clean intersections is a cycle on four edges e1, e2, e3, e4

such that e1 ∩ e3 = e2 ∩ e4 = ∅.
i) If e ∈ Hi and f ∈ Hj for i 6= j, then |e ∩ f | ≤ 1;
ii) For every 2 ≤ i ≤ k, the intersection of two edges of Hi has sizes 0, 1 or i− 1;
iii) H contains no linear 3-cycle unless at least two edges of the cycle are in H2;
iv) H contains no 4-cycles with clean intersections;
v) There are no three edges e1, e2, e3 ∈ H3 such that |e1 ∩ e2| = |e2 ∩ e3| = 2 and |e1 ∩ e3| = 1.

If a hypergraph contains no cycles of length 2, 3, 4, then it trivially has the BOUQUET property.
Therefore the following theorem is a generalization of Theorem 1.1, provided that N and T satisfy
the given assumption.

4



Theorem 1.9. Suppose N,T, k are positive integers such that N is sufficiently large and

(logN)3 ≤ T ≤ N1/4k.

Let H = {H2, . . . ,Hk} be a hypergraph on N vertices with the BOUQUET property. If H satisfies

∆1(Hi) ≤ T i−1(log T )
k−i
k−1 for 2 ≤ i ≤ k and

∆i−1(Hi) ≤
T

(log T )i+1
for 3 ≤ i ≤ k,

then α(H) = Ωk

(
N
T (log T )1/(k−1)

)
.

Lee and Lefmann [12] recently obtained a different non-uniform generalization of Theorem 1.1,
which allows certain 3- and 4-cycles but forbid all 2-cycles. Different from [12], our proof of
Theorem 1.9 follows the semi-random method of Ajtai et al. [1] so it is self-contained and does not
rely on any aforementioned result, such as Theorem 1.1 or 1.2.

The structure of this paper is as follows. We prove Theorem 1.4 and Corollary 1.6 in the next
section. We present the proofs of Theorems 1.5 and 1.7 in the appendix because they are very
similar to that of Theorem 1.4, except that we apply Theorem 1.9 instead of a theorem of [5].
In Section 3, we prove preliminary results and explain the semi-random method along with the
properties of hypergraphs satisfying the BOUQUET property. In Section 4 we introduce a key
lemma and prove Theorem 1.9 by using this lemma. We present the proof of the key lemma in the
last section.

Notation. A hypergraph H consists of a vertex set and an edge set, which is a family of subsets
of the vertex set. We often identify the hypergraph with its edge set and thus write f ∈ H when
f is an edge of H and denote the size of H by |H|. For a vertex x in a hypergraph H, define
the link Hx to be the family of sets e \ {x} for all edges e ∈ H that contain x. We often write
degH(x), instead of degH({x}), which equals to |Hx|. Define N(x) = {x} ∪

⋃
f∈Hx f as the closed

neighborhood of x, which consists of all vertices that lie on a common edge with x (including x
itself).

Given a set S and k ∈ N,
(
S
k

)
is the family of all k-subsets of S. Given x, y, z ∈ R, we write

x = y ± z when y − z ≤ x ≤ y + z. For example, given two functions f(n) and g(n), we write
f = O(g) and g = Ω(f) if there exists C > 0 such that f(n) ≤ Cg(n) for sufficiently large n.

2. Proofs of Theorem 1.4 and Corollary 1.6

We first show that Theorem 1.4 implies Corollary 1.6.

Proof of Corollary 1.6. Theorem 1.4 provides a constant c1 = c1(k) such that every k-graph H on

n vertices with ∆k−2(H) ≤ dn satisfies α(H) ≥ c1(nd log log n
d )

1
k−1 . Let c0 = ck−1

1 and assume that

t is sufficiently large. In order to have πk−2(Kk
t ) ≤ 1 − c0 log log t/tk−1, it suffices to show that

every k-graph G on n vertices with δk−2(G) ≥ (1− c0 log log t/tk−1)
(
n
2

)
contains a copy of Kk

t . Let

H be the complement k-graph of G, namely V (H) = V (G) and E(H) =
(V (H)

k

)
\ E(G). We have

∆k−2(H) ≤ c0
log log t

tk−1

(
n

2

)
≤ dn, where d =

c0 log log t

2tk−1
n.

Then n/d = c′tk−1/ log log t, where c′ = 2/c0. By Theorem 1.4, we have

α(H) ≥ c1

(
c′tk−1

log log t
log log

(
c′tk−1

log log t

)) 1
k−1

≥ c1

(
c′tk−1

log log t

log log t

2

) 1
k−1

= c1

(
c′

2

) 1
k−1

t
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because t is sufficiently large. Since c1(c′/2)1/(k−1) = c1/c
1/(k−1)
0 = 1, we obtain α(H) ≥ t, which

gives a desired copy of Kk
t in G. �

Theorem 1.4 follows from the following lemma and deletion method. Given a k-graph G and
2 ≤ ` < k, a (2, `)-cycle is a 2-cycle formed by two edges that share exactly ` vertices. We let
CG(2, `) denote the number of (2, `)-cycles of G.

Lemma 2.1. Suppose k ≥ 4, c > 0, and m
1

2k−2 / logm ≥ k. If H is a k-graph on m vertices with

∆(H) ≤ cm1/2 and without (2, `)-cycles for all ` = 2, . . . , k−2, then α(H) = Ω
(
m

2k−3
2k−2 (log logm)

1
k−1

)
.

Proof of Theorem 1.4. For 0 ≤ ` ≤ k − 2, the assumption ∆k−2(H) ≤ dn implies that

∆`(H) ≤
(
n−`
k−2−`

)
dn(

k−`
k−2−`

) =
(n− `) · · · (n− k + 3)

(k − `) · · · 3
dn ≤ 2

(k − `)!
nk−`−1d.(2.1)

In particular, |H| ≤ 2
k!n

k−1d ≤ 1
12n

k−1d because k ≥ 4.

If n/d is bounded by a constant, then α(H) = Ω
(

(nd log log n
d )

1
k−1

)
follows from (1.1). Therefore,

we assume that n/d is sufficiently large in the rest of the proof, .
Let U ⊆ V (H) be a random subset whose vertices are chosen independently, each one with

probability p = n−
2k−5
2k−3d−

2
2k−3 . Then E(|U |) = pn = (n/d)2/(2k−3). Since |U | follows the binomial

distribution B(n, p), by Chernoff’s bound, we have

P
(
||U | − pn| ≥ pn

9

)
< e−cpn <

1

8
(2.2)

for some constant c > 0 and sufficiently large n. We also have

E(|H[U ]|) ≤ pk · 1

12
nk−1d =

1

12

(n
d

) 3
2k−3

.

By Markov’s inequality, the probability of |H[U ]| ≥ 4E(|H[U ]|) is at most 1/4. For 2 ≤ ` ≤ k − 2,
let X` = CH[U ](2, `). we derive from (2.1) that

E (X`) ≤ p2k−`
(
n

`

)(
∆`(H)

2

)
≤ p2k−` · n

`

`!
· 1

2
(nk−`−1d)2 ≤ 1

4
p2k−`n2k−`−2d2.

Since p = n−
2k−5
2k−3d−

2
2k−3 , it follows that E(X2) ≤ pn/4 and E(X`) ≤ o(pn) for 3 ≤ ` ≤ k − 2.

Let X =
∑k−2

`=2 X` denote the number of (2, `)-cycles for any 2 ≤ ` ≤ k − 2. We derive that
E(X) ≤ pn/3. By Markov’s inequality, it follows that P(X ≥ 2E(X)) ≤ 1/2.

Therefore, with probability at least 1− (1
8 + 1

4 + 1
2) = 1

8 , we have

|U | > 8

9
pn =

8

9

(n
d

) 2
2k−3

, |H[U ]| < 4

12

(n
d

) 3
2k−3

, and X <
2

3
pn =

2

3

(n
d

) 2
2k−3

.

We now pick a set U with these properties. For convenience, write M = (n/d)2/(2k−3). Thus

|U | ≥ 8
9M and X ≤ 2

3M . Let U∗ be the set of all vertices v ∈ U with degH[U ](v) ≥ 3kM1/2. Since

|H[U ]| ≤ 1
3(n/d)3/(2k−3) = 1

3M
3/2 and

∑
v∈U degH[U ](v) = k|H[U ]|, we have

|U∗| ≤
1
3kM

3/2

3kM1/2
=
M

9
.

We now remove from U \U∗ one vertex from each of the (2, `)-cycles with 2 ≤ ` ≤ k− 2 obtaining
a set of size at least |U | − |U∗| −X ≥ M/9. After removing more vertices if necessary, we obtain
a set U ′ ⊂ U with |U ′| = M/9. Let m = M/9. The induced subhypergraph H[U ′] contains no
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(2, `)-cycle for any 2 ≤ ` ≤ k − 2 and satisfies ∆(H[U ]) < 3kM1/2 = 9km1/2. We now apply

Lemma 2.1 to H[U ′]. Since m = 1
9(nd )2/(2k−3), it gives that

α(H) ≥ α(H[U ′]) = Ω
(
m

2k−3
2k−2 (log logm)

1
k−1

)
= Ω

((n
d

log log
n

d

) 1
k−1

)
. �

It remains to prove Lemma 2.1. We will apply the following theorem of Bohman, Liu, and
Mubayi [5, Theorem 2.6], which was derived from the random greedy algorithm of Bennett and
Bohman [4] . Given a k-graph H, let Γ(H) denote the maximum g such that there are two vertices
x, y ∈ V (H) sharing g common neighbors, namely, (k−1)-sets S ⊂ V (H) such that {x}∪S ∈ E(H)
and {y} ∪ S ∈ E(H).

Theorem 2.2 (Bohman, Liu, and Mubayi [5]). Let k1, k2 ≥ 2, m ∈ N, D, d, ε > 0 such that

(i) D > mε and ω := d( logm
D )

k2−1
k1−1 � 1.

Let V be a set of size m, G1 = (V,E1) be a k1-graph, and G2 = (V,E2) be a k2-graph with the
following properties:

(ii) ∆(G1) ≤ D, ∆i(G1) < D
k1−i
k1−1

−ε
for 2 ≤ i ≤ k1 − 1 and Γ(G1) < D1−ε;

(iii) k|G2| ≤ dm and CG2(2, i)� m( D
logm)

2k2−i−1
k1−1 for 2 ≤ i ≤ k2 − 1.

Then α(G1 ∪G2) = Ω

(
n
(

logω
d

) 1
k2−1

)
, where G1 ∪G2 = (V,E1 ∪ E2).

Proof of Lemma 2.1. Let k ≥ 4, m ∈ N, and c > 0 be given. Suppose H = (V,E) is a k-

graph on m vertices with ∆(H) ≤ cm1/2 and without (2, `)-cycle for any ` = 2, . . . , k − 2. Fix
a real number β such that k

2k−2 < β < 1. We will apply Theorem 2.2 with the following two

hypergraphs. Let G1 be a (k − 1)-graph (V,E1), where E1 consists of all (k − 1)-sets S ⊂ V such

that degH(S) ≥ m
1

2k−2 /(logm)β. Let G2 be a k-graph (V,E2), where E2 consists of all edges e ∈ H
such that

(
e

k−1

)
∩G1 = ∅. Thus

(2.3) ∆k−1(G2) ≤ m
1

2k−2 /(logm)β.

Let D = c(k − 1)m
k−2
2k−2 (logm)β, d = cm1/2, and 0 < ε < min{ k−2

2k−2 ,
1

k−2}. Let us verify (i)–(iii).

To see (i), we note that D > mε and

ω := d

(
logm

D

) k−1
k−2

= cm
1
2

(
logm

c(k − 1)m
k−2
2k−2 (logm)β

) k−1
k−2

= c

(
(logm)1−β

c(k − 1)

) k−1
k−2

� 1(2.4)

because β < 1. For x ∈ V , double counting gives

degH(x) =

∑
S3x,|S|=k−1 degH(S)

k − 1
≥

degG1
(x)m

1
2k−2 /(logm)β

k − 1

because degH(S) ≥ m
1

2k−2 /(logm)β for every S ∈ G1. This implies that

∆(G1) ≤ (k − 1)∆(H)

m
1

2k−2 /(logm)β
≤ (k − 1)cm1/2

m
1

2k−2 /(logm)β
= D.

For 2 ≤ i ≤ k − 2, we claim that ∆i(G1) ≤ 1 < D
1

k−2
−ε. Suppose that there exists two distinct

edges e and f of G1 sharing j ≥ i vertices. Since degH(e),degH(f) ≥ m
1

2k−2 /(logm)β ≥ k − j + 2,
there exist vertices x 6= y with x, y /∈ e ∪ f such that e ∪ {x}, f ∪ {y} ∈ H. Thus e ∪ {x} and
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f ∪ {y} share exactly j vertices, contradicting the assumption that H contains no (2, j)-cycles.
Consequently, Γ(H1) = 0. Thus (ii) holds.

To see (iii), we note that |G2| ≤ ∆(G2)m/k ≤ cm3/2/k. Thus k|G2| ≤ cm3/2 = dm. For
2 ≤ i ≤ k − 2, since H contains no (2, i)-cycle, we have CG2(2, i) = 0. The number of (2, k − 1)-
cycles in G2 can be counted by first selecting an edge e1 of G2, then selecting a (k− 1)-subset T of
e1 (in k ways) and an edge e2 6= e1 of G2 that contains T (in at most ∆k−1(G2) ways), and finally
dividing the result by two. Therefore, in view of (2.3), we have

CG2(2, k − 1) ≤ |G2|∆k−1(G2)
k

2
≤ cm

3
2

2

m
1

2k−2

(logm)β
� m

(
c(k − 1)m

k−2
2k−2 (logm)β

logm

) k
k−2

because −β < (β − 1)k/(k − 2). We now apply Theorem 2.2 with ω = Ω((logm)(1−β) k−1
k−2 ) from

(2.4) and obtain that

α(G1 ∪G2) = Ω

(
m

(
logω

d

) 1
k−1

)
= Ω

(
m

(
log logm

m1/2

) 1
k−1

)
= Ω

(
m

2k−3
2k−2 (log logm)

1
k−1

)
,

as desired. �

3. Preliminary results and semi-random algorithm

3.1. Preliminary results. For a vertex x in a hypergraph H, recall that the link Hx is the set
of all e \ {x} for e ∈ H such that x ∈ e. Let N(x) = {x} ∪

⋃
e∈Hx e, which consists of all vertices

that lie on a common edge with x (including x itself). For S ⊆ V , define N(S) =
⋃
x∈S N(x),

N0(S) = S, and N i(S) = N(N i−1(S)) for i ≥ 1. We define the distance between two vertices x
and y as the minimum i such that y ∈ N i(x) (the distance is ∞ if such i does not exist).

Lemma 3.1 (Almost Regular Lemma). Let H = {H2, . . . ,Hk} be a hypergraph on V with the
BOUQUET property such that ∆1(Hi) ≤ a1,i for 2 ≤ i ≤ k and ∆i−1(Hi) ≤ ai−1,i for 3 ≤ i ≤ k.
Then there exists a hypergraph H ′ = {H ′2, . . . ,H ′k} ⊇ H on V such that

i) H ′ ∈ BOUQUET;
ii) ∆1(H ′i) ≤ a1,i for 2 ≤ i ≤ k and ∆i−1(H ′i) ≤ ai−1,i for 3 ≤ i ≤ k;

iii) there exists a set B ⊆ V with at most k2b3 vertices such that all x ∈ V \B satisfy degH′i(x) = a1,i

for 2 ≤ i ≤ k, where b = 1 +
∑k

i=2(i− 1)a1,i.

Proof. Let H ′ = {H ′2, . . . ,H ′k} be the largest supergraph of H on V satisfying i) and ii). For

2 ≤ i ≤ k, let Bi = {x ∈ V : degH′i(x) < a1,i} and B =
⋃k
i=2Bi. Note that for x 6∈ B, we have

degH′i(x) = a1,i for every 2 ≤ i ≤ k. We claim that |Bi| ≤ (i− 1)b3 for 2 ≤ i ≤ k and consequently

|B| ≤
∑k

i=2 |Bi| ≤ k2b3. Suppose |Bi| > (i − 1)b3 for some i. Let x1 be an arbitrary vertex of Bi.
For 2 ≤ j ≤ i, we inductively select xj ∈ Bi \ (N3(x1) ∪ · · · ∪N3(xj−1)) (recall that N3(y) is the
set of vertices that are at distance at most 3 from y). Such xj exists because for any vertex x ∈ H ′,

|N3(x)| ≤
(

1 +
∑k

j=2(j − 1)a1,j

)3
= b3 and hence

|Bi| −
(
|N3(x1)|+ · · ·+ |N3(xj−1)|

)
> (i− 1)b3 − (j − 1)b3 ≥ 0.

Since x2 6∈ N(x1), the set f := {x1, . . . , xi} is not an edge of H ′i. We add f to H ′. The addition of
f does not create a new cycle of length at most 4 because every pair of vertices of f is at distance at
least 4 from each other in H ′. Therefore the resulting hypergraph H ′′ does not create any forbidden
structure stated in Properties i) - v) of BOUQUET and thus H ′′ ∈ BOUQUET. In addition, H ′′

satisfies ii) because f ⊆ Bi. Thus we obtain a larger hypergraph satisfying both i) and ii), which
is a contradiction. �
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We also need a lemma on the concentration of almost independent Bernoulli random variables.

Lemma 3.2 (Almost Independent Lemma). Let X1, . . . , Xn be Bernoulli random variables with
P(Xi = 1) ≥ p such that each Xi is mutually independent of all but at most s other Xj’s. Let
X = X1 + · · ·+Xn and µ = E(X). For any 0 < ε < 3/2,

P (|X − µ| > εµ) ≤ 2(s+ 1) exp

(
− ε2pn

3(s+ 1)

)
.

Proof. Let H denote the dependency graph on X1, . . . , Xn, in which each Xi is adjacent to at most
s other vertices. By the Hajnal-Szemerédi theorem [10], the vertices of a graph H of maximum
degree ∆(H) ≤ s can be partitioned into s+1 independent sets V1, . . . , Vs+1 of size b n

s+1c and d n
s+1e.

Consider such a partition for our dependency graph. Let Yj =
∑

Xi∈Vj Xi and E(Yj) = µj ≥ pb n
s+1c

for 1 ≤ j ≤ s+ 1. Since Vj consists of mutually independent Xi’s, we can apply Chernoff’s bound
and derive that P (|Yj − µj | > εµj) ≤ 2 exp

(
−ε2µj/3

)
. Consequently

P (|X − µ| > εµ) ≤
s+1⋃
j=1

P (|Yj − µj | > εµj) ≤
s+1∑
j=1

P (|Yj − µj | > εµj)

≤ 2(s+ 1) exp

(
− ε2pn

3(s+ 1)

)
. �

3.2. Semi-random algorithm. To prove Theorem 1.9 we use a modification of the semi-random
algorithm of Ajtai et al. [1]. Let H = {H2, . . . ,Hk} be a hypergraph on a set of vertices V := V (H),
where each Hi is an i-graph. Let M be a positive integer, H0 = H and V0 = V (H0). For
0 ≤ m ≤ M − 1, we recursively construct a hypergraph Hm+1 with vertex set Vm+1 ⊆ V and a
set Im+1 of Hm. Given Hm with vertex set Vm, we apply Lemma 3.1 to obtain a superhypergraph
H̃m ⊇ Hm and a small set B such that H̃m is regular on Vm \ B. Since an independent set in

H̃m is an independent set in Hm, we still denote H̃m by Hm. The almost regularity of Hm will be
useful in the later steps of the proof (see Section 5.1).

Choose a set Cm+1 ⊆ Vm uniformly and independently with probability pm+1 to be defined later.
Define

Dm+1 := {x ∈ Vm : e ⊆ Cm+1 for some e ∈ (Hm)x},
i.e., Dm+1 is the set of all vertices x of Hm such that at least one of the edges in the link (Hm)x
is completely contained in Cm+1.

At every iteration we will define a waste set Wm+1 := Wm+1(Hm, Cm+1) depending on the
hypergraph Hm and the choice of set Cm+1. The definition of Wm+1 is somewhat extensive and
we leave it to a later stage of the proof. With the waste set defined, let

Im+1 := Cm+1 \ (Dm+1 ∪Wm+1).

We define Hm+1 as the hypergraph with vertex set

Vm+1 := Vm \ (Cm+1 ∪Dm+1 ∪Wm+1) .

The edges of Hm+1 are obtained as follows. First consider the set of edges

Gm+1 := Hm [Vm+1 ∪ Im+1] ,

i.e., all the edges of the induced subgraph of Hm on the set Vm+1 ∪ Im+1. Let

Gm+1 |Vm+1 :=
{
e ∩ Vm+1 : e ∈ Gm+1

}
be the contraction (also known as restriction or trace) of Gm+1 on Vm+1. We obtain Hm+1 from
Gm+1 |Vm+1 after removing multiplicities and edges e ∈ Gm+1 |Vm+1 such that there exists another
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f ∈ Gm+1 |Vm+1 with f ⊆ e. In other words, the hypergraph Hm+1 is obtained by contracting the
induced graph Hm[Vm+1 ∪ Im+1] on the set Vm+1 and then removing multiplicities and any edge
that properly contains another edge.

Dm+1

Vm+1

Wm+1 Cm+1

Vm+1

Im+1

Figure 2. Hypergraphs Hm and Hm+1.

Finally, the output of our algorithm is given by the union of the disjoint sets

I :=
M⋃
m=1

Im.

Here is a formal description of the algorithm explained above.

AKPSS Algorithm

1: Set H0 := H and V0 := V (H).
2: for m = 0 to M − 1 do
3: Update Hm by applying Almost regular lemma (Lemma 3.1)
4: Generate Cm+1: independently include each vertex of Vm with probability pm+1.
5: Set Dm+1 := {x ∈ Vm : e ⊆ Cm+1 for some e ∈ (Hm)x}.
6: Set Im+1 := Cm+1 \ (Dm+1 ∪Wm+1).
7: Set Vm+1 := Vm \ (Cm+1 ∪Dm+1 ∪Wm+1) and Gm+1 := Hm [Vm+1 ∪ Im+1].
8: Construct Hm+1 by removing multiplicities and edges that properly contain other edges from

Gm+1 |Vm+1 .
9: end for

10: Return I :=
⋃M
m=1 Im.

Our first observation of the Algorithm is that it actually works.

Proposition 3.3. The set I obtained by AKPSS algorithm is an independent set of H.

Proof. The proof is by a reversed induction on the steps of the algorithm. We claim that for
m = M,M − 1, . . . , 1 the set

⋃M
j=m Ij is an independent set of Hm−1. In particular, I =

⋃M
j=1 Ij is

an independent set of H0 = H.
The base case is that IM is an independent set of HM−1. We claim that Im is an independent

set of Hm−1 for every m ≥ 1. Indeed, since the updated Hm−1 obtained after Lemma 3.1 is
a supergraph of the original Hm−1, we just need to show that Im is an independent set of the
updated Hm−1. Suppose that there exists an edge e ∈ Hm−1 with e ⊆ Im. Let x be a vertex of
e. By the definition of Im, we have that e \ {x} ∈ Cm. Hence x ∈ Dm, which is a contradiction
because Dm ∩ Im = ∅.
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Now suppose that
⋃M
j=m+1 Ij is an independent set of Hm. We will show that

⋃M
j=m Ij is an

independent set of Hm−1. We know that Im is an independent set of Hm−1. Hence, if e is an edge

of Hm−1 in
⋃M
j=m Ij , then f := e ∩

(⋃M
j=m+1 Ij

)
6= ∅. Since

⋃M
j=m+1 Ij ⊆ Vm and Im ∩ Vm = ∅, we

obtain that f ∈ Gm |Vm . By construction, Hm is obtained from Gm |Vm by removing multiplicities
or edges that properly contains other edge. Therefore, Hm contains an edge f ′ ⊆ f (it could be

that f ′ = f) and consequently f ′ ⊆
⋃M
j=m+1 Ij , which contradicts the assumption that

⋃M
j=m+1 Ij

is independent in Hm. �

3.3. Structural results. Now we focus on some structural results concerning the BOUQUET
property. The following lemma shows that the algorithm AKPSS described above preserves the
property.

Lemma 3.4. If Hm ∈ BOUQUET, then Hm+1 ∈ BOUQUET.

Proof. For simplicity of notation, letH = Hm = {H2, . . . ,Hk} and letH∗ = Hm+1 = {H∗2 , . . . ,H∗k}.
By the description of the algorithm, the graph H∗ has no multiple edges or edges that properly
contain other edges. Moreover, every edge e∗ ∈ H∗ is obtained from an edge of H by contracting to
V ∗ = V (H∗). Let e be the corresponding edge from H that was contracted to e∗, i.e., e∗ = e∩ V ∗.
Note that in some cases e = e∗. The following proposition describes the possible relations between
intersection on H∗ and H.

Claim 3.5. Let e∗, f∗ ∈ H∗ and e, f ∈ H be the corresponding edges that were contracted to e∗

and f∗, respectively. Then the following holds:

(1) If |e∗ ∩ f∗| > 1, then e, f ∈ Hr for some r and |e ∩ f | = r − 1.
(2) If e∗ /∈ H∗2 and |e∗ ∩ f∗| = 1, then |e ∩ f | = 1.
(3) If e∗ ∩ f∗ = ∅, then |e ∩ f | ≤ 1.

Proof. The proof of (1) is just a consequence of H satisfying BOUQUET. Since 1 < |e∗∩f∗| ≤ |e∩f |
and H ∈ BOUQUET, we have by Property i) of BOUQUET that |e| = |f |. Thus e, f ∈ Hr for
some r and by Property ii) we have that |e ∩ f | = r − 1.

For (2), suppose that e∗ /∈ H∗2 and |e∗∩f∗| = 1 but |e∩f | > 1. Then, the argument above shows
that e, f ∈ Hr for some r and |e ∩ f | = r − 1. Since

|e ∩ f | = |e∗ ∩ f∗|+ |(e ∩ f) \ V ∗| = 1 + |(e ∩ f) \ V ∗|,
we obtain that |(e ∩ f) \ V ∗| = r − 2 and thus |e \ e∗| = |f \ f∗| = r − 2. This implies that both e∗

and f∗ are in H∗2 , which is a contradiction.
Finally, to prove (3), suppose that e∗ ∩ f∗ = ∅ and |e ∩ f | > 1. Then by Properties i) and ii) of

BOUQUET, we obtain that e, f ∈ Hr for some r and |e ∩ f | = r − 1. Since

|e ∩ f | = |e∗ ∩ f∗|+ |(e ∩ f) \ V ∗| = |(e ∩ f) \ V ∗|,
we obtain that |(e ∩ f) \ V ∗| = r − 1 and thus |e∗| = |f∗| = 1, which is a contradiction. �

To check that H∗ satisfies BOUQUET we just need to verify all conditions.

i) Suppose that there are edges e∗ ∈ H∗i and f∗ ∈ H∗j such that |e∗ ∩ f∗| > 1 and i < j. By

Claim 3.5 we have that e, f ∈ Hr for some r and |e ∩ f | = r − 1. Moreover,

r − 1 = |e ∩ f | = |e∗ ∩ f∗|+ |(e ∩ f) \ V ∗| ≤ |e∗ ∩ f∗|+ |f \ f∗| ≤ |e∗ ∩ f∗|+ r − j.
This implies that |e∗ ∩ f∗| ≥ j − 1 ≥ i, which forces e∗ ∩ f∗ = e∗ contradicting the assumption
that H∗ does not contain edges that are proper subset of other edges.

ii) If e∗, f∗ ∈ H∗i and |e∗ ∩ f∗| > 1, then by Claim 3.5 we have that e, f ∈ Hr for some r and
|e ∩ f | = r − 1. Let e \ f = {x} and f \ e = {y}. Since e∗ and f∗ are not properly contained
in each other, then x ∈ e∗ and y ∈ f∗, which implies that |e∗ ∩ f∗| = i− 1.
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iii) Suppose that H∗ has a linear 3-cycle with at most one edge in H∗2 . Let e∗1, e∗2 and e∗3 be the
edges of this cycle and let e1, e2 and e3 be the corresponding edges in H. Since at most one
of the e∗i is in H∗2 , then by Claim 3.5 we have that |e1 ∩ e2| = |e2 ∩ e3| = |e3 ∩ e1| = 1 and e1,
e2, e3 forms a linear 3-cycle with at most one edge in H2, which contradicts Property iii) of
BOUQUET.

iv) Suppose that H∗ has a 4-cycle with clean intersections. Let e∗1, e
∗
2, e
∗
3 and e∗4 be the edges of the

cycle and e1, e2, e3 and e4 the corresponding edges in H. By definition of clean intersections,
we have that e∗1 ∩ e∗3 = ∅ and e∗2 ∩ e∗4 = ∅. Hence, by Claim 3.5, we obtain that |e1 ∩ e3| ≤ 1
and |e2 ∩ e4| ≤ 1.

Since e1, e2, e3 and e4 forms a 4-cycle in H and H satisfies Property iv) of BOUQUET,
we have that either |e1 ∩ e3| = 1 or |e2 ∩ e4| = 1. Suppose without loss of generality that
|e1 ∩ e3| = 1. Assume e1 ∩ e3 = {y} for some y /∈ V (H∗). We split the proof into two cases.
First suppose that y /∈ e2. Thus

{y} ∪ (e∗1 \ e∗2) ⊆ e1 \ e2,

{y} ∪ (e∗3 \ e∗2) ⊆ e3 \ e2.

Because e∗1 ∩ e∗4 6= ∅ and e∗2 ∩ e∗4 = ∅, we have that e∗1 \ e∗2 6= ∅. Similarly, e∗3 \ e∗2 6= ∅. This
implies that |e1 \ e2| ≥ 2 and |e3 \ e2| ≥ 2. Thus, by Property i) of BOUQUET and the fact
that e1, e2, e3, e4 is a cycle, we obtain that |e1 ∩ e2| = 1 and |e2 ∩ e3| = 1. Hence, e1, e2, e3 is a
linear 3-cycle with e1, e2 /∈ H2, which is a contradiction to Property iii).

For the second case, suppose that y ∈ e2. Thus

(e∗1 ∩ e∗2) ∪ {y} ⊆ (e1 ∩ e2),

(e∗2 ∩ e∗3) ∪ {y} ⊆ (e2 ∩ e3),

which implies that |e1∩e2| ≥ 2 and |e2∩e3| ≥ 2. Hence, by Properties i) and ii) of BOUQUET,
we have that e1, e2, e3 ∈ Hr for some r ≥ 3 and |e1 ∩ e2| = |e2 ∩ e3| = r − 1. Therefore
r − 2 ≤ |e1 ∩ e3| = 1, which implies that r = 3. Thus, we obtained three edges e1, e2, e3 such
that |e1 ∩ e2| = |e2 ∩ e3| = 2 and |e1 ∩ e3| = 1, which contradicts Property v) of BOUQUET.

v) Suppose that there exist three edges e∗1, e
∗
2, e
∗
3 ∈ H∗3 such that |e∗1 ∩ e∗2| = |e∗2 ∩ e∗3| = 2 and

|e∗1 ∩ e∗3| = 1. Then, by Claim 3.5, we have e1, e2, e3 ∈ Hr for some r ≥ 3 and also that
|e1 ∩ e2| = |e2 ∩ e3| = r − 1 and |e1 ∩ e3| = 1. Therefore r − 2 ≤ |e1 ∩ e3| = 1 and we obtain
that r = 3. Hence, e1, e2 and e3 contradicts Property v) of BOUQUET. �

The reason why we call such a family of graphs as bouquets is due to the following fact.

Figure 3. A bouquet.

Proposition 3.6. Suppose H ∈ BOUQUET contains a subhypergraph F such that |e ∩ f | ≥ 2 for
every e, f ∈ F . Then there exists 3 ≤ i ≤ k such that F ⊆ Hi and either F is a subhypergraph of
Ki
i+1 or all members of F share a common (i− 1)-subset.
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Proof. We assume |F | > 1 – otherwise the assertions holds trivially. Since |e ∩ f | ≥ 2 for every
e, f ∈ F , Properties i) and ii) of BOUQUET imply that F ⊆ Hi for some 3 ≤ i ≤ k and |e∩f | = i−1
for every e, f ∈ F .

Fix e, f ∈ F with S = e ∩ f . For every f ′ ∈ F \ {e, f}, since |f ′ ∩ f | = |f ′ ∩ e| = i − 1, exactly
one of the following holds:

(i) there exists x0 ∈ S such that f ′ ∩ e = e \ {x0} and f ′ ∩ f = f \ {x0} (thus f ⊂ e ∪ f).
(ii) f ′ ∩ e = f ′ ∩ f = S (thus f 6⊆ e ∪ f);

Furthermore, either all f ′ ∈ F \ {e, f} satisfy (i) or all f ′ ∈ F \ {e, f} satisfy (ii) because an f ′

satisfying (i) and an f ′′ satisfying (ii) force |f ′ ∩ f ′′| = i − 2, a contradiction. The former case
implies that F is a subhypergraph of Ki

i+1 while the latter case implies that all members of F
contains S as a subset. �

For x ∈ V , we often view its link Hx as a hypergraph with vertex set V \ {x} and edge set
Hx. The following proposition describes the structure of Hx when H ∈ BOUQUET. A (connected)
component of a hypergraph G is a maximal subhypergraph C such that for every two edges e, f ∈ C,
there are edges e0 = e, e1, . . . , er = f ∈ G such that ei ∩ ei−1 6= ∅ for i = 1, . . . , r.

Proposition 3.7. Suppose H ∈ BOUQUET and x ∈ V (H). For every component C of size |C| ≥ 2
in the link Hx, there exists 3 ≤ i ≤ k such that all members of C have size i − 1, and |V (C)| ≤ i
or |C| ≤ ∆i−1(Hi). In particular, |C| ≤ max{i,∆i−1(Hi)}.

Proof. Property i) of BOUQUET and the definition of C imply that all edges of C have the same
size, say, i − 1 for some 2 ≤ i ≤ k. When i = 2, we have |C| = 1, contradicting our assumption.
Hence i ≥ 3.

By property ii) of BOUQUET, if e, f ∈ C are intersecting (namely, e∩f 6= ∅), then |e∩f | = i−2.
We claim that all edges of C intersects with each other. Suppose to the contrary, there are two
disjoint edges in C. Since C is a connected component, we may assume that there are edges
e, f, g ∈ C such that e ∩ f 6= ∅ and f ∩ g 6= ∅ but e ∩ g = ∅. Thus, |e ∩ f | = |f ∩ g| = i − 2. This
implies that |e∩ g| ≥ i− 3 and since e∩ g = ∅, we have that i = 3. Hence, e∪ {x}, f ∪ {x}, g ∪ {x}
are edges such that |(e∪{x})∩(g∪{x})| = 1 and |(f ∪{x})∩(e∪{x})| = |(f ∪{x})∩(g∪{x})| = 2,
which contradicts Property v) of BOUQUET.

Therefore every e 6= f ∈ C satisfy e∩f 6= ∅. Applying Proposition 3.6 to F = {{x}∪f : f ∈ C},
we know that either F is a subhypergraph of Ki

i+1 or all members of F contains a common (i− 1)-

subset. This implies that either C is a subhypergrah of Ki−1
i or all members of C contains a

common (i− 2)-subset. In the latter case we have |C| ≤ ∆i−1(Hi). �

We can strengthen Property v) of BOUQUET as follows and apply it in some proofs.

v’) There are no three edges e1, e2, e3 ∈ H such that |e1 ∩ e2| = |e2 ∩ e3| = ` − 1 and
|e1 ∩ e3| = `− 2 for some ` ≥ 3.

Indeed, suppose such e1, e2, e3 exist. Since ` − 1 ≥ 2, by Properties i) and ii) of BOUQUET, we
have e1, e2, e3 ∈ H`. Then, |e1 ∩ e3| = ` − 2 forces that ` = 3. Now e1, e2, e3 contradict Property
v) of BOUQUET.

4. Key lemma and a proof of Theorem 1.9

In this section we state a key lemma, from which we can derive Theorem 1.9 easily. First we
introduce several variables. Given N,T, k as in Theorem 1.9, we let

ε =
1

log T
, β =

1

1 + ε
, M0 = log T and M =

log T

2
.(4.1)
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We construct two sequences {αm}Mm=0 and {γm}Mm=1 as follows:

α0 = M
1

k−1

0 , αm =
(
M0 + 1 + β + · · ·+ βm−1

) 1
k−1 and γm = αm − αm−1(4.2)

for 1 ≤ m ≤ M . Observe that {αm} is an increasing sequence and hence γm ≥ 0 for all m. Next
we will estimate the values of αm and γm. For every 0 ≤ m ≤M , since εm ≤ 1/2, we have

(1 + ε)m ≤ eεm ≤ e1/2 < 2, and consequently,
1

2
<

1

(1 + ε)m
= βm ≤ 1.

Thus, we derive the following bounds for αk−1
m :

log T ≤M0 +
m

2
≤ αk−1

m = M0 + 1 + β + · · ·+ βm−1 ≤M0 +m ≤ 3

2
log T.(4.3)

For 0 ≤ m ≤M − 1, since

γm+1 = αm+1 − αm =
αk−1
m+1 − αk−1

m∑k−2
i=0 α

k−2−i
m+1 αim

=
βm∑k−2

i=0 α
k−2−i
m+1 αim

,

it follows that

1/2

(k − 1)(3
2 log T )

k−2
k−1

≤ βm

(k − 1)αk−2
m+1

≤ γm+1 ≤
βm

(k − 1)αk−2
m

≤ 1

(k − 1)(log T )
k−2
k−1

(4.4)

by (4.3).
The next lemma uses the two sequences just described to control the parameters of the hyper-

graphs Hm obtained in the AKPSS algorithm. Given real numbers a and b, we say that a = (1±ε)b
if (1− ε)b ≤ a ≤ (1 + ε)b.

Lemma 4.1. Given integers N,T, k and hypergraph H as in Theorem 1.9, let ε, β,M0,M be defined
as in (4.1) and {αm}Mm=0 and {γm}Mm=1 as in (4.2). Suppose {tm}Mm=0, {nm}Mm=0 are sequences of
integers such that

tm =
T

em
, and nm = (1± ε)m N

em
, where e = 2.718....

Then there exists a collection of sets {Cm}Mm=1 and {Wm}Mm=1 such that for every 1 ≤ m ≤M , the
AKPSS algorithm produces hypergraph Hm with vertex set Vm and set Im ⊆ V (H) satisfying

i) Hm ∈ BOUQUET;
ii) |Im| ≥ nm−1

etm−1
(1− ε)γm;

iii) |Vm| = nm(1± ε);
iv) ∆1(Hm

i ) ≤ (1 + ε)m
(
k−1
k−i
)
αk−im ti−1

m for i = 2, . . . , k;

v) ∆i−1(Hm
i ) ≤ (1 + ε)m tm

(log tm)i+1 for i = 3, . . . , k.

Theorem 1.9 easily follows from Lemma 4.1.

Proof of Theorem 1.9. Let H = {H2, . . . ,Hk} be the hypergraph on N vertices given by Theo-
rem 1.9. Applying the AKPSS algorithm with the parameter choices given by Lemma 4.1 gives a
set

I =
M⋃
m=1

Im,

where {Im}Mm=1 are disjoint and satisfy

|Im| ≥
nm−1

etm−1
(1− ε)γm ≥

N

eT
(1− ε)mγm.

14



By Proposition 3.3, we have that I is an independent set of H and therefore α(H) ≥ |I| =∑M
m=1 |Im|. Thus a computation gives that

α(H) ≥ N

eT

M∑
m=1

γm(1− ε)m ≥ N

eT
(1− ε)M

M∑
m=1

γm =
N

eT
(1− ε)M (αM − α0)

≥ N

eT
(1−Mε)

((
M0 +

M

2

)1/(k−1)

−M1/(k−1)
0

)
by (4.3)

=
N

eT
(1−Mε)

((
log T +

log T

4

)1/(k−1)

− (log T )1/(k−1)

)

=
N

eT

(
1− 1

2

)((
5

4

)1/(k−1)

− 1

)
(log T )1/(k−1) as εM =

1

2

= Ωk

(
N

T
(log T )1/(k−1)

)
. �

5. Proof of Lemma 4.1

For the computations to follow, we always consider k as a constant. The proof is by induction
on m. We will prove that there exists a choice of {Cm+1}M−1

m=0 and {Wm+1}Mm=0 such that for every
0 ≤ m ≤ M − 1 the following holds. If the graph Hm satisfies conditions i), iii), iv) and v) of the
lemma, then the graph Hm+1 satisfies conditions i), iii), iv) and v) and Im+1 satisfies condition
ii). Note that for m = 0, the hypergraph H0 = H is the one given by Theorem 1.9. Clearly
H0 = {H0

2 , . . . ,H
0
k} satisfies condition i), iii), iv) and v) since

∆1(H0
i ) ≤ T i−1(log T )

k−i
k−1 ≤

(
k − 1

k − i

)
αk−i0 ti−1

0 for 2 ≤ i ≤ k and

∆i−1(H0
i ) ≤ T

(log T )i+1
=

t0
(log t0)i+1

for 3 ≤ i ≤ k.

In order to simplify the notation, for the proof exposition we are going to denote Hm by H =
{H2, . . . ,Hk} and Hm+1 by H∗ = {H∗2 , . . . ,H∗k}. Let

n = nm = (1± ε)m N

em
, t = tm =

T

em
, where 0 ≤ m <

log T

2
.

Recall that (logN)3 ≤ T ≤ N1/4k. It follows that

t4k =

(
T

em

)4k

≤ T 4k

em
(1− ε)m ≤ N

em
(1− ε)m ≤ n(5.1)

because 1− ε = 1− 1/ log T ≥ 1/e. As t = T/em and 0 ≤ m < log T/2, we have

t ≥ T

e(log T )/2
=
√
T ≥ (logN)3/2 ≥ (log n)3/2,(5.2)

and

log T

2
≤ log t ≤ log T.(5.3)

For the induction step of Lemma 4.1, we will simply write α := αm and γ := γm+1 = αm+1 − αm.
By (4.3), (4.4), and (5.3), we have

1 ≤ α = Θ
(

(log t)
1

k−1

)
, 1 > γ = Θ

(
(log t)−

k−2
k−1

)
, and(5.4)

15



(α+ γ)k−1 − αk−1 = αk−1
m+1 − α

k−1
m = βm =

(
1

1 + ε

)m
.(5.5)

As described in the AKPSS algorithm, the first step of the algorithm is to apply the Almost
Regular Lemma (Lemma 3.1) to H := Hm and obtain a superhypergraph H̃ ⊇ H on V := Vm =
V (H) and a subset B := Bm+1 ⊆ V satisfying conditions i)–iii) of Lemma 3.1. By (5.4) and the
induction hypothesis, we have

|B| ≤ k2

(
1 +

k∑
i=2

(i− 1)∆1(Hi)

)3

≤ k2

(
1 + (1 + ε)m

(
k∑
i=2

(i− 1)

(
k − 1

k − i

)
αk−iti−1

))3

= O(t3(k−1)).

Recall that N(B) =
⋃
x∈B N(x). It follows that

|N(B)| ≤

(
1 +

k∑
i=2

(i− 1)∆1(Hi)

)
|B| = O(t4(k−1)).(5.6)

From now on we regard H̃ = {H̃2, . . . , H̃k} as our underlying hypergraph, but similar in the
description of the algorithm, for simplicity on notation, we still write it as H = {H2, . . . ,Hk}.
Thus, for all x ∈ V \B, we have

degHi(x) = (1 + ε)m
(
k − 1

k − i

)
αk−iti−1(5.7)

for every 2 ≤ i ≤ k.

5.1. Construction of Cm+1 and Wm+1. We now describe how to construct the sets C := Cm+1

and W := Wm+1 in the AKPSS algorithm. The set C is a random set of V , in which we indepen-
dently select every vertex x ∈ C with probability p := pm+1 = γ/t.

The set W requires more preparation. Recall that D is the set of all x ∈ V such that e ⊆ C for
some e ∈ Hx. Let

V ′ := V \ (B ∪ C ∪D) and I ′ := C \ (B ∪D).

Let H ′ be the hypergraph with V (H ′) = V ′ and

E(H ′) is the multiset {e ∩ V ′ : e ∈ H[V ′ ∪ C]}.

There are some differences from H ′ and the output H∗ = Hm+1 of the AKPSS algorithm. The first
one is that instead of contracting the edges in the induced graph H[V ′ ∪ I ′] as in the algorithm, for
the graph H ′ we contract the edges in the larger set V ′ ∪ C. As a consequence, some edges that
contain elements of D might survive in H ′ (if the vertex is in C ∩D), while the same edge would
be deleted in H∗. This modification allows us to obtain better control on the degree of the vertices
in H ′.

Another difference is that we allow H ′ to contain multiple edges and edges that properly contain
another edge – such edges will be removed at the end but it is convenient to include them in E(H ′)
during the process. Moreover, H ′ does not use the waste W in the definition. The set W is going
to be defined such that B ⊆W . So in a certain way, one can consider the hypergraph H ′ to be an
intermediate hypergraph from H to H∗.

We define the degree i to j of a vertex x ∈ V

degi→j(x) =
∣∣{e ∈ (Hi)x : e ⊆ V ′ ∪ C, |e ∩ V ′| = j − 1

}∣∣ .
16



D

V

W
C

B

V ′

W \ (B ∪ C ∪D)

I ′

V ∗

I∗

Figure 4. Hypergraphs H ′ and H∗.

Note that for x ∈ V ′, the degree degi→j(x) is exactly the number of edges incident to x of size i
that after the operation become of size j in H ′. We will prove in a later step of the proof that the
expected value of degi→j(x) for x ∈ V \N(B) conditioned to x 6∈ C is

µi→j(x) := E(degi→j(x) | x /∈ C) =
(

1± ε

4

)(i− 1

j − 1

)
degHi(x)pi−je−j+1.

For 2 ≤ j ≤ i ≤ k, define the sets Zi,j by

Zi,j =
{
x ∈ V \ (N(B) ∪ C) : degi→j(x) >

(
1 +

ε

4

)
µi→j(x)

}
,

i.e., the vertices in V \ (N(B) ∪ C) that the actual i to j degree is substantially larger than the
expected value. Let

Z =
⋃

2≤j≤i≤k
Zi,j .

We define the waste set W as

W = N(B) ∪ Z.

5.2. Proof scheme. Since H ∈ BOUQUET, by Lemma 3.4 we obtain that H∗ ∈ BOUQUET.
The proof of condition ii) to v) are more extensive. The following is a scheme of the main steps of
our proof. Throughout the paper, w.h.p. means with probability 1− o(1).

Step 1: Show that P(x 6∈ D) ≈ 1/e for all x ∈ V \B.
Step 2: Show that w.h.p. |V ′| ≈ n/e and |I ′| ≈ nγ

et .

Step 3: Show that E(degi→j(x) | x /∈ C) ≈
(
i−1
j−1

)
degHi(x)pi−je1−j for x ∈ V \ N(B) and

2 ≤ j ≤ i ≤ k.
Step 4: Show that with probability at least 3/4 we have |Z| ≤ ε

3
γn
et and degH′i(x) ≤ (1 +

ε)m+1
(
k−1
k−i
)
αk−im+1(t/e)i−1 for 2 ≤ i ≤ k and x ∈ V ′ \ (N(B) ∪ Z).

17



Step 5: Show that w.h.p degH′i(S) ≤ (1+ε)m+1(t/e)/(log(t/e))i+1 for all (i−1)-sets S ⊆ V ′.
We complete the proof by letting V ∗ = Vm+1 = V ′ \W , I = Im+1 = I ′ \W , and removing the
appropriate edges from H ′ to obtain the desired hypergraph H∗ (all multiple edges, edges that
properly contain another edge from H ′ and edges that intersect D and the waste set W before or
after the contraction).

5.3. Step 1. The goal of this step is to prove that P(x 6∈ D) ≈ e−1 for x ∈ V \B. Given x ∈ V \B,
we first show that E (|Hx[C]|), the expected number of edges of Hx that lie in C, is exactly one.

Proposition 5.1. For every x ∈ V \B, we have E (|Hx[C]|) = 1.

Proof. For 2 ≤ i ≤ k, let Hi,x := (Hi)x = {e \ {x} : e ∈ Hi}. Let µi = E (|Hi,x[C]|) be the expected

number of edges of Hi,x that lie in C. Then µi = pi−1|Hi,x|. Let µ =
∑k

i=2 µi = E (|Hx[C]|). We
have

µ =

k∑
i=2

pi−1|Hi,x| =
k∑
i=2

(γ
t

)i−1
degHi(x)

= (1 + ε)m
k∑
i=2

(
k − 1

k − i

)
αk−iγi−1 because x 6∈ B

= (1 + ε)m
(

(α+ γ)k−1 − αk−1
)

= (1 + ε)mβm = 1 by (5.5). �

Next we prove the following general claim which we will also use in later steps. Note that
Proposition 5.2 below immediately implies that P(x 6∈ D) = e−1+o(1) by letting H̃x = Hx. This is
due to the fact that x /∈ D is the same as e 6⊆ C for every e ∈ Hx.

Proposition 5.2. Let x ∈ V \B and H̃x be a subgraph of Hx with |H̃x| = |Hx|−O
(

t
(log t)2

)
. Then

e−1−1/t ≤
k∏
i=2

(1− pi−1)|H̃i,x| ≤ P

 ∧
e∈H̃x

{e 6⊆ C}

 = e−1+O(1/(log t)2).(5.8)

Proof. We first compute E(|H̃x[C]|). Suppose that H̃x = (H̃2,x, . . . , H̃k,x), where H̃i,x is the (i−1)-

uniform subhypergraph of H̃x. Let µi = E
(
|H̃i,x[C]|

)
and µ =

∑k
i=2 µi = E

(
|H̃x[C]|

)
. Since

|H̃i,x| = degHi(x) − O(t/(log t)2), similar calculations as in Proposition 5.1 give that µ = 1 −
O(1/(log t)2).

Since H ∈ BOUQUET, for i 6= j, every pair of edges e ∈ H̃i,x and f ∈ H̃j,x are disjoint. Thus

P

 ∧
e∈H̃x

{e 6⊆ C}

 =

k∏
i=2

P

 ∧
e∈H̃i,x

{e 6⊆ C}

 .(5.9)

We use Janson’s inequality to bound P
(∧

e∈H̃i,x {e 6⊆ C}
)

for each 2 ≤ i ≤ k. Janson’s inequality

(see [3, Theorem 8.1.1]) gives that

(1− pi−1)|H̃i,x| ≤ P

 ∧
e∈H̃i,x

{e 6⊆ C}

 ≤ e−µi+Λi/2,(5.10)
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where

Λi =
∑

e,f∈H̃i,x
e∩f 6=∅

P({e, f ⊆ C}).

Note that Λ2 = 0 since every member of H2,x is a singleton. For 3 ≤ i ≤ k, since H ∈ BOUQUET,

we obtain that if e ∩ f 6= ∅, then |e ∩ f | = i − 2. Then there are at most degHi(x)
(
i−1
i−2

)
∆i−1(Hi)

pairs e, f ∈ H̃i,x such that e ∩ f 6= ∅. Thus

Λi ≤ pi degHi(x)

(
i− 1

i− 2

)
∆i−1(Hi) ≤ (i− 1)

(γ
t

)i
(1 + ε)2m

(
k − 1

k − i

)
αk−iti

(log t)i+1

≤ (i− 1)

(
k − 1

i− 1

)
e2mε γiαk−i

(log t)i+1

= O

(
(log t)

(k−i)−i(k−2)
k−1

−(i+1)

)
by (5.4) and εm ≤ 1

2
.

Since k − i < i(k − 2), it follows that Λi = O
(

1
(log t)i+1

)
for i ≥ 3. The second inequality

of (5.10) thus gives P(
∧
e∈H̃i,x {e 6⊆ C}) = e−µi+O((1/ log t)i+1) = e−µi+O((1/ log t)4) for i ≥ 3 and

P(
∧
e∈H̃2,x

{e 6⊆ C}) = e−µ2+Λ2/2 = e−µ2 . Applying (5.9) and µ =
∑k

i=2 µi = 1− O(1/(log t)2), we

derive the desired upper bound

P

 ∧
e∈H̃x

{e 6⊆ C}

 =
k∏
i=2

P

 ∧
e∈H̃i,x

{e 6⊆ C}

 = e−µ+O(1/(log t)4) = e−1+O(1/(log t)2).

On the other hand, since 1− y ≥ e−y(1+y) for 0 ≤ y ≤ 1/2, pi−1 < p < 1
t and |H̃i,x| ≤ |Hi,x|, the

first term in (5.10) can be bounded below as

(1− pi−1)|H̃i,x| ≥ e−(1+pi−1)pi−1|H̃i,x| ≥ e−(1+1/t)pi−1|Hi,x|.

Proposition 5.1 gives that
∑k

i=2 p
i−1|Hi,x| = 1. Thus, by (5.9), we obtain the desired lower bound

P

 ∧
e∈H̃x

{e 6⊆ C}

 ≥ k∏
i=2

(1− pi−1)|H̃i,x| ≥ e−1−1/t. �

5.4. Step 2. Now we are going to estimate the sizes of |V ′| and |I ′|. For x ∈ V \ B, Step 1 gives

that P(x 6∈ D) = e−1+O(1/(log t)2). Recall that the event x 6∈ C concerns x itself while the event
x 6∈ D concerns the neighbors of x. Hence the events x 6∈ C and x 6∈ D are independent. Together
with V ′ = V \ (B ∪ C ∪D) and the fact that |B| = O(t3(k−1)), this gives that

E(|V ′|) =
∑

x∈V \B

P(x 6∈ C)P(x 6∈ D) = (1− p)
∑

x∈V \B

e−1+O(1/(log t)2)

= (1− γ/t)
(
n−O(t3(k−1))

)
e−1+O(1/(log t)2)

= ne−1+O(1/(log t)2) as γ/t = O(1/t) and t3k−3/n = O(1/t).(5.11)

Analogously we can derive that I ′ = C \ (B ∪D) is an independent set with

E(|I ′|) =
∑

x∈V \B

P(x ∈ C)P(x 6∈ D) =
γn

t
e−1+O(1/(log t)2).
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Next we apply Lemma 3.2 to obtain the concentrations of |V ′| and |I ′|. Note that two events {x ∈
V ′} and {y ∈ V ′} are independent if they do not share a neighbor. Thus, for every set S ⊆ V \B, the
event x ∈ V ′ is mutually independent of the collection of events {y ∈ V ′ : y ∈ S} if N2(x)∩ S = ∅.
Since |N(x)| ≤ 1 +

∑k
i=2(i− 1)∆1(Hi) = O(tk−1), it follows that |N2(x)| = O(t2(k−1)). Thus, the

event x ∈ V ′ is independent of all but at at most ckt
2(k−1) events {y ∈ V ′} for some constant ck

depending on k. Applying Lemma 3.2 for p = P(x /∈ C)P(x /∈ D), s = ckt
2(k−1) and n = |V \ B|,

we obtain

P
(
||V ′| − E(|V ′|)| > ε

4
E(|V ′|)

)
≤ 2(ckt

2(k−1) + 1) exp

(
− ε2n(e−1+o(1))

3(ckt2(k−1) + 1)

)
= o(1).

Thus w.h.p. |V ′| = (1± ε/4)E(|V ′|). Since ε = 1/log T ≥ 1/(2 log t)� 1/(log t)2, we have(
1± ε

4

)
eO(1/(log t)2) = 1± ε

3
.

Therefore, it follows from (5.11) that w.h.p.

|V ′| =
(

1± ε

3

) n
e
.(5.12)

Analogously we can derive that w.h.p.

|I ′| ≥
(

1− ε

3

) γn
et
.(5.13)

5.5. Step 3. For x ∈ V and 2 ≤ j ≤ i ≤ k, we have defined

degi→j(x) =
∣∣{e ∈ Hi,x : e ⊆ V ′ ∪ C, |e ∩ V ′| = j − 1}

∣∣ .
Our goal is to show that, for every x ∈ V \N(B),

E(degi→j(x) | x /∈ C) =
(

1± ε

4

)(i− 1

j − 1

)
degHi(x)pi−je−j+1.(5.14)

By (5.7) and the definition p = γ/t, this means that

E(degi→j(x) | x /∈ C) =
(

1± ε

4

)
(1 + ε)m

(
k − 1

k − i

)(
i− 1

j − 1

)
αk−iγi−j

(
t

e

)j−1

.(5.15)

Fix x ∈ V \ N(B) (thus x 6∈ B and f ∩ B = ∅ for all f ∈ Hx) and consider the random space
where we condition x /∈ C. For every edge e ∈ Hi,x, we define the event

Ye :=
{
|e ∩ V ′| = j − 1 and |e ∩ C| = i− j

∣∣ x /∈ C} .(5.16)

Note that

E(degi→j(x) | x /∈ C) =
∑
e∈Hi,x

P(Ye)

for x ∈ V \N(B). To prove (5.14), it suffices to prove that

P(Ye) =
(

1± ε

4

)(i− 1

j − 1

)
pi−je−j+1.(5.17)

for every e ∈ Hi,x.
Fix e ∈ Hi,x. For every R ∈

(
e
j−1

)
, we define the event ER as

ER = {R ∩ (C ∪D) = ∅ and (e \R) ⊆ C | x 6∈ C} .
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Since x /∈ N(B), we have e ∩B = ∅. Consequently, if R ∩ (C ∪D) = ∅, then R ⊆ V ′. Hence,

P(Ye) = P

 ∨
R∈( e

j−1)

ER

 =
∑

R∈( e
j−1)

P(ER),

because for R 6= R′ ∈
(
e
j−1

)
, the two events ER and ER′ are disjoint (in particular, ER implies that

(R \ R′) ∩ C = ∅ while ER′ implies that R \ R′ ⊆ C). To prove (5.17), it suffices to show that for
every R ∈

(
e
j−1

)
,

P(ER) =
(

1± ε

4

)
pi−je−j+1.(5.18)

In the rest of this step we prove (5.18). For convenience, we write

e = e ∪ {x}.

Fix R ∈
(
e
j−1

)
and let S = e \R. Using the fact that P(X ∩ Y ) = P(X|Y )P(Y ) for any events X,Y

and the fact that two events P ⊆ C and Q ∩ C = ∅ are independent for any disjoint sets P,Q, we
observe that

P(ER) = P (R ∩ (C ∪D) = ∅ | S ⊆ C, x 6∈ C) P(S ⊆ C | x 6∈ C)

= P (R ∩D = ∅ | R ∩ C = ∅, S ⊆ C, x 6∈ C) P (R ∩ C = ∅ | S ⊆ C, x 6∈ C) P(S ⊆ C)

= P (R ∩D = ∅ | FR) P(R ∩ C = ∅)P(S ⊆ C),

where

FR = {(R ∪ {x}) ∩ C = ∅ and S ⊆ C}.
Therefore, We have

P(ER) = P (R ∩D = ∅ | FR) (1− p)j−1pi−j .(5.19)

We first find the desired lower bound for P(ER) by bounding P(R ∩ D = ∅ | FR) from below.
Note that R∩D = ∅ means that, for every y ∈ R and every f ∈ Hy, we have f 6⊆ C. Furthermore,
since {(f \ e) 6⊆ C} implies that {f 6⊆ C}, we have

P (R ∩D = ∅ | FR) = P

∧
y∈R

∧
f∈Hy

{f 6⊆ C}

∣∣∣∣∣∣FR
 ≥ P

∧
y∈R

∧
f∈Hy

{(f \ e) 6⊆ C}

∣∣∣∣∣∣FR
 .

Let Ef,y be the event {(f \e) 6⊆ C}. Since Ef,y concerns only the elements of V \e, it is independent
of FR. Furthermore, let

Af,y = {A ⊆ (V \ e) : (f \ e) 6⊆ A} .

be the family of all possible choices of C in V \ e that make the event Ef,y true. It is clear that
Af,y is closed under subsets, i.e., Af,y is a decreasing family. Thus, by the FKG inequality (see [3,
Theorem 6.3.2]) we obtain that

P (R ∩D = ∅ | FR) ≥ P

∧
y∈R

∧
f∈Hy

Ef,y

 ≥ ∏
y∈R

∏
f∈Hy

P (Ef,y) .

Since H ∈ BOUQUET, if f ∈ Hy for some y ∈ R, then either e ∩ f = ∅ or i ≥ 3, |e ∩ f | = i − 2

and |f | = i − 1. In the former case, we have P(Ef,y) = P((f \ e) 6⊆ C) = P(f 6⊆ C) = 1 − p|f |. In
the latter case, note that all such f ’s are in the connected component of Hy that contains e \ {y}.
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Thus, by Proposition 3.7, there are at most Γi := max{i,∆i−1(Hi)} such f ’s. Furthermore, since
|f \ e| = 1, we have P(Ef,y) = 1− p. Therefore,

P(R ∩D = ∅ | FR) ≥ (1− p)Γi
∏
y∈R

k∏
`=2

(1− p`−1)|H`,y | ≥ (1− p)Γie−(1+1/t)(j−1)

because
∏k
`=2(1− p`−1)|H`,y | ≥ e−(1+1/t) from (5.8) on Proposition 5.2. By (5.19), it follows that

P(ER) ≥ pi−j(1− p)Γi+j−1e−(1+1/t)(j−1).

Since 1− p ≥ e−p(1+p) and Γi + j − 1 ≤ (1 + ε)mt/(log t)i+1 + j − 1 ≤ 2t/(log t)i+1, we have

(1− p)∆i−1(Hi)+j−1 ≥ exp

(
−p(1 + p)

2t

(log t)i+1

)
≥ exp

(
− 3

(log t)i+1

)
.

We thus derive the lower bound in (5.18):

P(ER) ≥ pi−je−(1+1/t)(j−1)−3/(log t)i+1 ≥
(

1− ε

4

)
pi−je−j+1.

Next, we find the desired upper bound for P(ER) by bounding P(R ∩D = ∅ | FR) from above.
For every y ∈ e, let

H̃y = {f ∈ Hy : f ∩N(e \ {y}) = ∅}
be the family of edges of Hy that do not intersect any g ∈ Hz for every z ∈ e \ {y} (including x).

The set H̃y is disjoint from H̃z for any z ∈ e \ {y} and is also disjoint from e. Therefore, the events

{f 6⊆ C : f ∈ H̃y} for y ∈ e are mutually independent and also independent from FR. Hence,

P(R ∩D = ∅ |FR) ≤ P

∧
y∈R

∧
f∈H̃y

{f 6⊆ C}

∣∣∣∣∣∣FR
 =

∏
y∈R

P

 ∧
f∈H̃y

{f 6⊆ C}

 .(5.20)

For every y ∈ e, we will apply Proposition 5.2 to bound P
(∧

f∈H̃y{f 6⊆ C}
)

. For this purpose,

we need to show that |H̃y| is close to |Hy|.

Proposition 5.3. |Hy \ H̃y| = O(t/(log t)4).

Proof. For y′ ∈ e \ {y}, let Hy′
y = {f ∈ Hy : f ∩N(y′) 6= ∅} be the set of edges in Hy that share

vertices with N(y′). Since N(e\{y}) =
⋃
y′∈e\{y}N(y′), we have |Hy \ H̃y| ≤

∑
y′∈e\{y} |H

y′
y |. Thus

it suffices to show that |Hy′
y | = O(t/(log t)4) for any fixed y′ ∈ e \ {y}.

Claim 5.4. The set Hy′
y has at most 2k − 1 connected components.

Proof. We start by partitioning Hy′
y into two sets

F1 = {f ∈ Hy′
y : f ∩ (e \ {y}) = ∅} and F2 = Hy′

y \ F1.

Since every element in F2 intersects with e \ {y}, we obtain that F2 is connected and therefore it

is in a component of Hy′
y . It suffices to show that F1 has at most 2k − 2 connected components.

Suppose to the contrary, that F1 has 2k − 1 connected components C1, . . . , C2k−1. For every
1 ≤ ` ≤ 2k−1, consider an edge f` ∈ C` (thus f1, . . . , f2k−1 are pairwise disjoint). By the definition
of F1, for every j, there exists g` ∈ Hy′ such that f` ∩ g` 6= ∅. We claim that y /∈ g` for every

j ∈ [2k − 1]. Suppose, for instance, we have y ∈ g1. For convenience, write f1 := f1 ∪ {y} and
g1 := g1 ∪ {y′}. Then |f1 ∩ g1| ≥ 2 and |g1 ∩ e| ≥ 2. By Property i) and ii) of BOUQUET, this
implies that f1, g1 ∈ Hi, i ≥ 3 and |f1 ∩ g1| = |g1 ∩ e| = i − 1. Since f1 ∩ e = ∅ (by the definition
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of F1), it follows that i − 2 ≤ |f1 ∩ e| = 1. Hence, i = 3 and three edges f1, g1 and e contradict
Property v) of BOUQUET.

We form a bipartite graph G with vertices f1, . . . , f2k−1 and g1, . . . , g2k−1 such that f` is adjacent
to gj if and only if f` ∩ gj 6= ∅. Since all f`’s are disjoint and |gj | ≤ k− 1, we have degG(gj) ≤ k− 1
for every j. By averaging, there is a vertex `0 ∈ [2k − 1] such that degG(f`0) ≤ k − 1. Since
degG(g`0) ≤ k − 1 and degG(f`0) + degG(g`0) < 2k − 1, there exists `1 ∈ [2k − 1] such that
f`1 ∩ g`0 = ∅ and f`0 ∩ g`1 = ∅. Together with the fact y /∈ gj for every j ∈ [2k − 1], we obtain
that f`0 ∪ {y}, f`1 ∪ {y}, g`1 ∪ {y′} and g`0 ∪ {y′} forms a 4-cycle with clean intersections, which
contradicts Property iv) of BOUQUET. �

Claim 5.4 says that Hy′
y has at most 2k − 1 components. Therefore, the edges of Hy′

y are in
at most 2k − 1 components of Hy. By Proposition 3.7, each component of Hy has size at most
max{r,∆r−1(Hr)} = O(t/(log t)4) for some 3 ≤ r ≤ k. Hence,

|Hy′
y | = (2k − 1)O

(
t

(log t)4

)
= O

(
t

(log t)4

)
,

which complete the proof of Proposition 5.3. �

By Proposition 5.3, we have |H̃y| = |Hy| − O(t/(log t)4). Thus, Proposition 5.2 gives that

P
(∧

f∈H̃y{f 6⊆ C}
)
≤ e−1+O(1/(log t)2). By (5.20), we obtain the desired upper bound in (5.18):

P(ER) ≤ pi−j(1− p)j−1e−j+1+O(1/(log t)2) ≤
(

1 +
ε

4

)
pi−je−j+1.

5.6. Step 4. For x ∈ V \N(B) and 2 ≤ j ≤ i ≤ k, we computed the mean µi→j(x) := E(degi→j(x) |
x /∈ C) in Step 3. The goal of this step is to show that degi→j(x) conditioned to x /∈ C concentrate
around its mean. As a consequence, we are going to show with high probability that degH′i(x) ≤
(1 + ε)m+1

(
k−1
k−i
)
αk−im+1(t/e)i−1 for x ∈ V ′ \N(B) ∪ Z, where |Z| ≤ ε

3
γn
et .

Fix x ∈ V \N(B), 2 ≤ j ≤ i ≤ k and consider the random space where we condition that x /∈ C.
We know that

degi→j(x) =
∑
e∈Hi,x

1Ye ,

where 1Ye is the indicator of the event Ye defined in (5.16). The concentration of degi→j(x) depends
on the correlation of events {Ye : e ∈ Hi,x}.

We observe that given e ∈ Hi,x and Q ⊆ Hi,x, the event Ye is mutually independent with the
events {Yf : f ∈ Q} if N(e) ∩

⋃
f∈Q

N(f)

 \ {x} = ∅.

Indeed, this holds because Ye only depends on the events {z ∈ C} for z ∈ N(e) \ {x} (since we
already know x 6∈ C).

We define the graph Di,x whose vertices are the events {Ye : e ∈ Hi,x} and two vertices Ye, Yf
are adjacent if and only if (N(e) ∩ N(f)) \ {x} 6= ∅. Note that by the previous paragraph, the
dependency graph of the events {Ye : e ∈ Hi,x} is a subgraph of Di,x. Thus, in order to apply the
Almost Independent Lemma (Lemma 3.2), it suffices to find an upper bound for ∆(Di,x).

Our approaches and bounds are different when i = 2 and when i ≥ 3. For i = 2, our bound
comes from the following more general result that will also be applied in Step 5: Fix 2 ≤ ` ≤ k. For
K ⊆ V with |K| = `−1, let VK = {v ∈ V \K : {v}∪K ∈ H}. Define a graph DK on VK such that
two vertices u, v ∈ VK are adjacent if and only if (N(u) ∩N(v)) \K 6= ∅. Note that D{x} ∼= D2,x.
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Proposition 5.5. ∆(DK) ≤ k − 1.

We use the following claim to facilitate the proof Proposition 5.5.

Claim 5.6. For any u, v ∈ VK , there are no z ∈ V (H) \ K and edges e, e′ ∈ H such that e ∩
{u, v, z} = {u, z} and e′ ∩ {u, v, z} = {v, z}.

Proof. If K∩e 6= ∅, then |(K∪{u})∩e| ≥ 2, which implies that e ∈ H`, ` ≥ 3, and |(K∪{u})∩e| =
`−1. Hence |(K∪{v})∩e| = `−2, and three edges e,K∪{u},K∪{v} fail Property v’) of BOUQUET.
The same holds if K ∩ e′ 6= ∅. We thus assume that K ∩ e = ∅ = K ∩ e′. Now K ∪{u},K ∪{v}, e′, e
form a 4-cycle with clean intersections, contradicting Property iv) of BOUQUET. �

Proof of Proposition 5.5. Suppose u, v ∈ VK are adjacent in DK . Then there exists z ∈ (N(u) ∩
N(v)) \K, which implies that {u, z} ⊆ e and {v, z} ⊆ e′ for some e, e′ ∈ H. By Claim 5.6, we have
either {u, v} ⊆ e or {u, v} ⊆ e′. This implies that if two vertices are adjacent in DK , then they
belong to the same edge of H.

Suppose to the contrary, that there exists a vertex x ∈ VK such that degDK (x) ≥ k. Let e1 be
an edge of H that contains x and the most neighbors of x in DK . Since degDK (x) ≥ |e1|, e1 must
omit some neighbor y2 of x. By the paragraph above, there exists e2 ∈ H such that {x, y2} ⊆ e2.
By the choice of e1, there exists a neighbor y1 ∈ e1 \ e2 of x. Since e1 ∩ {y1, y2, x} = {y1, x} and
e2 ∩ {y1, y2, x} = {y2, x}, we obtain a contradiction with Claim 5.6. �

We now bound ∆(Di,x) for i ≥ 3.

Proposition 5.7. ∆(Di,x) ≤ 2∆i−1(Hi) + 3i− 3 for i ≥ 3.

Proof. Throughout the proof we will denote the set of vertices of Di,x by the correspondent set of
edges Hi,x. That is, the vertex Ye will be viewed as the edge e ∈ Hi,x. For every e ∈ Hi,x, let
Ce denote the connected components of Hi,x that contains e. Since every component of Hx is an
intersecting family, any two edges e, f in the same component are adjacent in Di,x. We now study
the edges of Di,x between different components.

Claim 5.8. Suppose f1, f2 ∈ Hi,x are disjoint and there exists g ∈ H such that g ∩ fi 6= ∅ for
i = 1, 2. Then g ∈ Hi and there exists j ∈ {1, 2} such that fj ⊆ g and |g ∩ f3−j | = 1. Furthermore,
|Cfj | = 1.

Proof. Since f1 ∪ {x}, f2 ∪ {x} /∈ H2, by Property iii) of BOUQUET, the 3-cycle formed by f1 ∪
{x}, f2 ∪ {x} and g is not linear. Hence, either |(f1 ∪ {x}) ∩ g| > 1 or |(f2 ∪ {x}) ∩ g| > 1. By
Properties i) and ii) of BOUQUET, we obtain that g ∈ Hi and |(fj ∪ {x}) ∩ g| = i − 1 for some
j ∈ {1, 2}. Note that f1 and f2 are disjoint and thus in different components of Hi,x. Since g has
a nonempty intersection with both f1 and f2, it follows that x /∈ g (otherwise f1 and f2 are in the
same component). Thus, |(fj ∪ {x})∩ g| = i− 1 implies that |fj ∩ g| = i− 1. Since |fj | = i− 1 and
g ∩ f3−j 6= ∅, we obtain that fj ⊆ g and |f3−j ∩ g| = 1. Furthermore, if |Cfj | > 1, then there exists
another f ′ ∈ Hi,x such that |f ′ ∩ fj | = i− 1. Then |g∩ f ′| = i− 2 and |(f ′ ∪{x})∩ g| = i− 2. Since
i ≥ 3, f ′ ∪ {x}, fj ∪ {x} and g form a 3-cycle that contradicts Property v’) of BOUQUET. �

Claim 5.9. Suppose f1, f2 ∈ Hi,x are disjoint edges that are adjacent in Di,x. Then there exists
g ∈ Hi and j ∈ {1, 2} such that fj ⊆ g and |g∩ f | = 1 for some f ∈ Cf3−j . Furthermore, |Cfj | = 1.

Proof. If there exists g ∈ H such that g ∩ fi 6= ∅ for i = 1, 2, then the conclusion immediately
follows (with f = f3−j) from Claim 5.8. We thus assume that no g ∈ H such that g ∩ fi 6= ∅ for
i = 1, 2,
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Figure 5. Two possible structures obtained from Claim 5.8.

Since f1, f2 are adjacent in Di,x, we have (N(f1) ∩ N(f2)) \ {x} 6= ∅. Since there is no edge
in H intersecting both f1 and f2, this implies that there exist g1, g2 ∈ H satisfying the following
intersection relations:

f1 ∩ g1 6= ∅, f2 ∩ g2 6= ∅, g1 ∩ g2 6= ∅, f1 ∩ g2 = ∅ and f2 ∩ g1 = ∅.

If x /∈ g1∪g2, then f1∪{x}, f2∪{x}, g2 and g1 form a 4-cycle with clean intersections, contradicting
Property iv) of BOUQUET. Otherwise, assume that x ∈ g1 (the case when x ∈ g2 is similar). Then
|g1 ∩ (f1 ∪ {x})| ≥ 2. By Properties i) of BOUQUET we obtain that g1 ∈ Hi and |g1 ∩ f1| = i− 2.
Since g1 ∩ g2 6= ∅ and g2 ∩ f1 = ∅, it follows that |g1 ∩ g2| = 1. Let f := g1 \ {x}. Then f ∈ Cf1 .
Applying Claim 5.8 with f, f2 and g2, we obtain that f2 ⊆ g2 and |Cf2 | = 1 (we already know
|g2 ∩ f | = 1), as desired. �

For convenience, for two disjoint f1, f2 ∈ Hi,x, we write f1 7→ f2 when there exists an edge g ∈ H
such that f1 ⊆ g and |g ∩ f2| = 1. For f1 ∈ Hi,x and y ∈ V (H) \ f1, we write f1 7→ y if there exist
g ∈ H and f2 ∈ Hi,x disjoint from f1 such that f1 ⊆ g and {y} = g ∩ f2. We claim that for any set
Y ⊆ V (H),

|{f ∈ Hi,x : f 7→ y for some y ∈ Y }| ≤ |Y |.(5.21)

To see this, it suffices to show that no y ∈ Y and two edges f1, f2 ∈ Hi,x such that fi 7→ y for
i = 1, 2. This implies that there exist g1, g2 ∈ H such that gi = fi ∪ {y} for i = 1, 2. By Claim 5.8,
|Cf1 | = |Cf2 | = 1 and thus f1, f2 are disjoint. Hence f1 ∪ {x}, g1, g2, f2 ∪ {x} form a 4-cycle with
clean intersections, contradiction.

Now we are ready to prove Proposition 5.7. Fix f1 ∈ Hi,x. We first bound |V (Cf1)|, the number
of vertices of H in the component Cf1 . When |Cf1 | = 1, we have |V (Cf1)| = i− 1. When |Cf1 | ≥ 2,
Proposition 3.7 implies that

|V (Cf1)| ≤ max{i, |Cf1 |+ i− 2} = |Cf1 |+ i− 2.(5.22)

By Claim 5.9, another f2 ∈ Hi,x is adjacent to f1 in Di,x if and only if one of the following holds:

(i) f2 ∈ Cf1 ;
(ii) f1 7→ f ′ for some f ′ ∈ Cf2 and |Cf1 | = 1;

(iii) f2 7→ f ′ for some f ′ ∈ Cf1 and |Cf2 | = 1.

First, assume that |Cf1 | ≥ 2. In this case no f2 satisfies (ii). By Proposition 3.7, there are at
most |Cf1 | ≤ Γi := max{i,∆i−1(Hi)} members of Hi,x satisfying (i), including f1 itself. By (5.21)
and (5.22), there are at most

|V (Cf1)| ≤ |Cf1 |+ (i− 2) ≤ Γi + i− 2

f2 satisfying (iii). Since Γi ≤ i+ ∆i−1(Hi), it follows that

degDi,x(f1) ≤ Γi − 1 + Γi + i− 2 ≤ 2∆i−1(Hi) + 3i− 3.
25



Second, assume |Cf1 | = 1. There is no other member in Cf1 and by (5.21), at most |V (Cf1)| = i−1
members of Hi,x satisfying (iii). We claim that all f2’s satisfying (ii) are in the same component of
Hi,x, and thus there are at most Γi such f2’s. Suppose this is not the case. Then there are f ′, f ′′

from two different component of Hi,x such that f1 7→ f ′ and f1 7→ f ′′. Note that f1, f
′, f ′′ are

pairwise disjoint. Then there exist g′, g′′ ∈ H such that |g′∩ f ′| = 1, |g′′∩ f ′′| = 1, and g′∩ g′′ = f1.
This implies that f ′ ∪ {x}, f ′′ ∪ {x}, g′′, g form a 4-cycle with clean intersections, contradiction.
We thus obtain that

degDi,x(f1) ≤ Γi + i− 1 ≤ ∆i−1(Hi) + 2i− 1.

We thus have ∆(Di,x) ≤ 2∆i−1(Hi) + 3i− 3, as desired. �

To obtain the concentration of deg2→2(x), we apply Lemma 3.2 with random variables 1Ye for
all e ∈ H2,x. Proposition 5.5 gives that ∆(D2,x) ≤ k − 1. With s = k − 1, p ≥ (1 − ε/4)e−1 from

(5.17), and n = |H2,x| = (1 + ε)m
(
k−1
k−2

)
αk−2t from (5.7), Lemma 3.2 implies that

P
(
|deg2→2(x)− µ2→2(x)| > ε

4
µ2→2(x)

∣∣∣x /∈ C)
≤ 2k exp

(
−
(ε

4

)2 (1− ε
4)(1 + ε)m

(
k−1
k−2

)
αk−2t/e

3k

)

= e−Ω(t/(log t)2) ≤ 1

t2
,(5.23)

where we use the assumption α ≥ 1 and ε = 1/ log t.
To obtain the concentration of degi→j(x) for i > j ≥ 2, we apply Lemma 3.2 with s =

2∆i−1(Hi) + 3i − 3 (due to Proposition 5.7), p ≥ (1 − ε/4)
(
i−1
j−1

)
(γ/t)i−je−j+1 from (5.17) and

n = |Hi,x| = (1 + ε)m
(
k−1
k−i
)
αk−iti−1 from (5.7). Since ε = 1/ log T ≥ 1/(2 log t) and 2∆i(Hi−1) +

3i− 3 ≤ 2(1 + ε)m t
(log t)i+1 + 3i− 3 ≤ 4 t

(log t)i+1 we obtain that

P
(
| degi→j(x)− µi→j(x)| > ε

4
µi→j(x)

∣∣∣x /∈ C)
≤ 2 (2∆i−1(Hi) + i− 1) exp

(
−
(ε

4

)2 (1− ε
4)
(
i−1
j−1

)
(γ/t)i−j e−j+1(1 + ε)m

(
k−1
k−i
)
αk−iti−1

3 (2∆i−1(Hi) + i− 1)

)

≤ 8
t

(log t)i+1
exp

(
− 1

64(log t)2

1
2

(
i−1
j−1

)(
k−1
k−i
)
αk−iγi−j (t/e)j−1

12t/(log t)i+1

)
≤ t exp

(
−c1 α

k−iγi−jtj−2(log t)i−1
)

for sufficiently large t and some constant c1 > 0. By the estimates of α and γ from (5.4) and the
fact

k − i+ (i− 1)(k − 1)− (i− j)(k − 2) = j(k − 2) + 1 ≥ 2k − 3,

there is a constant c2 > 0 such that

c1 α
k−iγi−jtj−2(log t)i−1 ≥ c2 (log t)

k−i
k−1
−(i−j) k−2

k−1
+i−1 ≥ c2 (log t)

2k−3
k−1 ≥ 3 log t

for sufficiently large t. It follows that

P
(
| degi→j(x)− µi→j(x)| > ε

4
µi→j(x)

∣∣∣x /∈ C) ≤ t exp (−3 log t) =
1

t2
.(5.24)
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Recall that for 2 ≤ j ≤ i ≤ k, the set Zi,j is the set of vertices x ∈ V \ (N(B) ∪ C) such that
degi→j(x) > (1 + ε/4)µi→j(x). Using (5.23) or (5.24), we obtain that

P(x ∈ Zi,j | x /∈ C) ≤ 1

t2
,

for 2 ≤ j ≤ i ≤ k. Since x ∈ C implies that x /∈ Z, we have that

P(x ∈ Zi,j) = P(x ∈ Zi,j | x /∈ C)P(x /∈ C) + P(x ∈ Zi,j | x ∈ C)P(x ∈ C)

= (1− p)P(x ∈ Zi,j | x /∈ C) < P(x ∈ Zi,j | x /∈ C) ≤ 1

t2
.

Thus,

E(|Zi,j |) ≤ n/t2.(5.25)

By Markov’s inequality, we have P
(
|Zi,j | > k3E(|Zi,j |)

)
≤ 1

k3
. Since Z =

⋃
2≤j≤i≤k Zi,j , by an

union bound we derive that

P

|Z| > ∑
2≤j≤i≤k

k3E(|Zi,j |)

 ≤ P

 ∨
2≤j≤i≤k

(
|Zi,j | > k3E(|Zi,j |)

)
≤

∑
2≤j≤i≤k

P
(
|Zi,j | > k3E(|Zi,j |)

)
<

1

k
.

Therefore, by (5.25), |Z| ≤ k5n/t2 with probability at least k−1
k . In other words, with probability

at least k−1
k , there is a set Z of size

|Z| ≤ k5n

t2
≤ ε

3

γn

et
(5.26)

such that all vertices x ∈ V ′\(N(B)∪Z) ⊆ V \(N(B)∪C∪Z) satisfy degi→j(x) ≤ (1+ε/4)µi→j(x)
for all 2 ≤ j ≤ i ≤ k.

Recall that H ′ is the contraction of the subgraph H[V ′ ∪ C] on the set of vertices V ′, where we
including multiple edges. For every x ∈ V ′ \ (N(B) ∪ Z), the above arguments give that

degH′i(x) =
k∑
`=i

deg`→i(x) ≤
k∑
`=i

(
1 +

ε

4

)
µ`→i

≤
(

1 +
ε

4

)2
(1 + ε)m

k∑
`=i

(
k − 1

k − `

)(
`− 1

i− 1

)
αk−`γ`−i

(
t

e

)i−1

.

Since ε� 1 and
(
k−1
k−`
)(
`−1
i−1

)
=
(
k−1
k−i
)(
k−i
`−i
)
, it follows that

degH′i(x) ≤ (1 + ε)m+1

(
t

e

)i−1 k∑
`=i

(
k − 1

k − i

)(
k − i
`− i

)
αk−`γ`−i

= (1 + ε)m+1

(
k − 1

k − i

)(
t

e

)i−1 k−i∑
`=0

(
k − i
`

)
αk−i−`γ`

= (1 + ε)m+1

(
k − 1

k − i

)
(α+ γ)k−i

(
t

e

)i−1

.
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Since α+ γ = αm+1, this give the desired bound

degH′i(x) ≤ (1 + ε)m+1

(
k − 1

k − i

)
αk−im+1

(
t

e

)i−1

.(5.27)

5.7. Step 5. Recall that H ′ is a hypergraph with V (H ′) = V ′ and E(H ′) is the multiset of e ∩ V ′
for all e ∈ H[V ′ ∪ C]. We first extend the definition of degH′(S) to any set S ⊆ V of size at most
k such degH′(S) = {e \ S : e ∈ H, e \ S ⊆ V ′ ∪ C}. In this step we show that w.h.p for every
P ⊆ V ′ \N(B) of size 2 ≤ |P | < k,

degH′(P ) ≤ (1 + ε)m+1 t/e

(log(t/e))|P |+2
.(5.28)

Fix a set P ⊆ V \N(B) of size 2 ≤ |P | < k and consider the random space where we condition
on P ∩ C = ∅. By Property ii) of BOUQUET, all the edges of H that contain P must have the
same size r. If |P | = r, then degH′(P ) ≤ degH(P ) = 1 and we are done. We thus assume that

r ≥ |P | + 1 ≥ 3. If degH(P ) ≤ (1 + ε)m+1 t/e
(log(t/e))r+1 , then (5.28) holds because |P | + 1 ≤ r and

degH′(P ) ≤ degH(P ). Thus we may assume that

degH(P ) > (1 + ε)m+1 t/e

(log(t/e))r+1
> k + 1.(5.29)

By Proposition 3.6, there exists a set K ⊆ V of size ` − 1, with P ⊆ K, such that every edge
containing P contains K. Let VK = {x ∈ V : K ∪ {x} ∈ Hr}. Then degH(P ) = |VK |.

Claim 5.10. degH′(P ) ≤ |VK \ (D \ C)|.

Proof. First assume that K \ P 6⊆ V ′ ∪ C. Then, by the definition of H ′, all edges containing
K \ P will be discarded in H ′. Since every edge of H containing P contains K, it follows that
degH′(P ) = 0 and the claim holds trivially. Now assume that K \P ⊆ V ′∪C. Thus, by definitions
of degH′(P ) and V ′ = V \ (B ∪ C ∪D), we have

degH′(P ) = degH′(K) = |{x ∈ VK : x ∈ V ′ ∪ C}| ≤ |VK \ (D \ C)|. �

For x ∈ VK , let Ex be the event {x /∈ D \ C | P ∩ C = ∅}. Let HK
x = {f ∈ Hx : f ∩K 6= ∅}

be the set of edges of Hx that intersects with K. We claim that HK
x = {K}. Indeed, suppose

e ∈ Hx \ {K} satisfies e ∩ K 6= ∅. Then |(e ∪ {x}) ∩ (K ∪ {x})| ≥ 2 and Properties i) and ii) of
BOUQUET imply that |e| = |K| = r− 1 and |e∩K| = r− 2. By (5.29), we have |VK | > k+ 1 and
consequently, there exists y ∈ VK \ e. Hence |(e ∪ {x}) ∩ (K ∪ {y})| = r− 2 and the edges e ∪ {x},
K ∪ {x}, and K ∪ {y} contradicts Property v’) of BOUQUET.

As in Steps 3 and 4, we want to compute the expected size of degH′(P ) conditioned on P ∩C = ∅.
Let H̃x = Hx \HK

x be the set of e ∈ Hx such that e∩K = ∅. Since P ∩C = ∅ implies that K 6⊆ C
and e ∈ H̃x implies that e ∩K = ∅, we obtain that

P(Ex) = P(x ∈ C) + P(x /∈ C)P(x /∈ D | P ∩ C = ∅)

= p+ (1− p)P

( ∧
e∈Hx

{e 6⊆ C}

∣∣∣∣∣P ∩ C = ∅

)

= p+ (1− p)P

 ∧
e∈H̃x

{e 6⊆ C}

 .(5.30)
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We have |Hx \ H̃x| = 1 = O
(

t
(log t)2

)
, and x /∈ B because x ∈ VK and P ∩N(B) = ∅. Thus, we

can apply Proposition 5.2 and obtain that

P(Ex) = p+ (1− p)e−1+O(1/(log t)2) ≤
(

1 +
ε

4

)
e−1.

Let X be the random variable |VK \ (D \ C)|. By Claim 5.10, we have

degH′(P ) ≤ X.(5.31)

Since |VK | = degH(K) ≤ (1 + ε)mt/(log t)r+1, we obtain that

E(degH′(P ) | P ∩ C = ∅) ≤ E(X | P ∩ C = ∅) =
∑
x∈VK

P(Ex)

≤
(

1 +
ε

4

) |VK |
e
≤
(

1 +
ε

4

)
(1 + ε)m

t/e

(log t)r+1
.(5.32)

Now we consider the concentration of X. We claim that given x ∈ VK and Q ⊆ VK , the event

Ex is mutually independent of {Ey : y ∈ Q} if
(
N(x) ∩

(⋃
y∈QN(y)

))
\K = ∅. Indeed, by (5.30),

Ex depends on whether z ∈ C for z ∈
⋃
f∈H̃x f . Note that f ∩ K = ∅ for every f ∈ H̃x. Thus,

Ex depends on the event z ∈ C for z ∈ N(x) \K. Consequently, Ex is mutually independent of
{Ey : y ∈ Q} if N(x) \K is disjoint from

⋃
y∈QN(y) \K.

Recall that DK defined in Step 4 is a graph on VK such that x ∈ VK is adjacent to y ∈ VK
if and only if (N(x) ∩ N(y)) \ K 6= ∅. Thus the dependency graph for the events {Ex}x∈VK is a
subgraph of DK . In order to apply the Almost Independent Lemma, it suffices to bound ∆(DK).
By Proposition 5.5 we have that ∆(DP ) ≤ k−1. Therefore, Lemma 3.2 with {1Ex}x∈VK , n = |VK |,
p = (1− ε/4)/e, s = k − 1, and ε/4 gives us that

P
(
|X − E(X)| ≥ ε

4
E(X)

∣∣∣P ∩ C = ∅
)
≤ 2k exp

(
−(ε/4)2(1− ε/4)|VK |

3ke

)
.

Since |VK | = degH(P ) ≥ (1 + ε)m+1(t/e)/(log(t/e))r+1 by (5.29), it follows that

P
(
|X − E(X)| ≥ ε

4
E(X)

∣∣∣P ∩ C = ∅
)
≤ 2k exp

(
−ε

2(1− ε/4)(1 + ε)m+1t

48e2k(log(t/e))r+1

)
= 2ke−Ω(t/(log t)r+3)

because ε ≥ 1/(2 log t). By (5.2), we have t ≥ (log n)3/2, which implies that t/(log t)r+3 � k log n.
Consequently,

P
(
|X − E(X)| ≥ ε

4
E(X)

∣∣∣P ∩ C = ∅
)

= o(n−k).(5.33)

Let P be the set of P ⊆ V \ (N(B) ∪ C) satisfying (5.29) and 2 ≤ |P | < k such that

degH′(P ) >
(

1 +
ε

4

)
E(X | P ∩ C = ∅).

Therefore, by (5.33),

P(P ∈ P) ≤ P(P ∩ C = ∅)P
(
X ≥

(
1 +

ε

4

)
E(X)

∣∣∣P ∩ C = ∅
)

= o(n−k).

Thus, by Markov’s inequality, we have P(|P| > 0) = o(1). Hence, with probability 1− o(1), for all
subsets P ⊆ V ′ ⊆ V \ (N(B) ∪ C) with 2 ≤ |P | < k, we have X ≤ (1 + ε/4)E(X). By (5.31) and
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(5.32), it follows that

degH′(P ) ≤ (1 + ε/4)E(X) ≤
(

1 +
ε

4

)2
(1 + ε)m

t/e

(log t)r+1

≤ (1 + ε)m+1 t/e

(log t)r+1
≤ (1 + ε)m+1 (t/e)

(log(t/e))|P |+2
.

5.8. Completing the proof. As stated earlier, Lemma 4.1 i) comes from Lemma 3.4 and the
assumption that H = Hm ∈ BOUQUET. To check Lemma 4.1 ii)–v), we choose a set C = Cm+1

such that (5.12), (5.13), and (5.26) hold, and (5.28) holds for all P ⊆ V ′ of size 2 ≤ |P | < k. Indeed,
we showed that (5.12) and (5.13) holds with probability 1−o(1), (5.26) holds with probability k−1

k ,
and (5.28) holds with probability 1 − o(1). Therefore, with positive probability, our desired C
exists.

Recall that W = Wm+1 = N(B)∪Z, V ∗ = Vm+1 = V ′\W , and I = Im+1 = I ′\W = C\(W ∪D).
By (5.1) and (5.6), we have |N(B)| ≤ εγn

3et ; by (5.26), we have |Z| ≤ εγn
3et . Therefore, (5.12) and

(5.13) imply that

(1− ε)n
e
≤ |V ′| − |Z| − |N(B)| ≤ |V ∗| ≤ |V ′| ≤ (1 + ε)

n

e
,

and |I| ≥ |I ′| − |Z| − |N(B)| ≥ (1− ε)γnet . These give Lemma 4.1 ii) and iii).

By the AKPSS algorithm, the hypergraph H∗ = Hm+1 = (H∗2 , . . . ,H
∗
k) is the hypergraph

obtained after removing duplicated edges and edges that properly contain other edges from H[V ∗∪
I] |V ∗ . Note that H∗ can be obtained from H ′ by considering the subhypergraph of H ′[V ∗] where we
remove all the multiple edges, edges that properly contain another edge and the edges that intersect
D and W in H before contraction. Thus, H∗ is a subhypergraph of H ′[V ∗] and consequently,
degH∗i (P ) ≤ degH′i(P ) for any P of size 1 ≤ |P | < k. By (5.27), for every x ∈ V ∗ and 2 ≤ i ≤ k,

we have

degH∗i (x) ≤ degH′i(x) ≤ (1 + ε)m+1

(
k − 1

k − i

)
αk−im+1

(
t

e

)i−1

,

which gives Lemma 4.1 v). Finally, by (5.28), every P ⊆ V ∗ with |P | = i−1 and 3 ≤ i ≤ k satisfies

degH∗i (P ) ≤ degH′i(P ) ≤ (1 + ε)m+1 (t/e)

(log(t/e))i+1
,

which gives Lemma 4.1 vi). This concludes our proof.
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6. Appendix A: Proof of Theorem 1.5

In this section we prove Theorem 1.5. The main idea is using vertex sampling to remove most
cycles of length 2, 3, 4 such that we can apply Theorem 1.9.

Proof of Theorem 1.5. To handle both Cases (1) and (2) simultaneously, we assume that H is a k-
graph on n vertices with ∆k−2(H) ≤ dn for most of the proof, and only work on two cases separately

at the end. In either case, if n/d is bounded by a constant, then α(H) = Ω
((

n
d log n

d

) 1
k−1

)
follows

from (1.1). Therefore, we may assume that n/d is sufficiently large from now on.

Let Hk−1 consists of all (k − 1)-tuples S ∈
(V (H)
k−1

)
such that degH(S) ≥ n

k−2
k−1d

1
k−1 . Consider

T ∈
(V (H)

`

)
, where 0 ≤ ` ≤ k − 2. By the definition of Hk−1, we have

degH(T ) =

∑
S⊇T,|S|=k−1 degH(S)

k − `
≥

degHk−1
(T )n

k−2
k−1d

1
k−1

k − `
.

Together with (2.1), this gives that

degHk−1
(T )n

k−2
k−1d

1
k−1 ≤ (k − `)∆`(H) ≤ 2nk−`−1d.

Consequently, for 0 ≤ ` ≤ k − 2, we have

∆`(Hk−1) ≤ 2d
k−2
k−1nk−`−1− k−2

k−1 .(6.1)

Let Hk be the subhypergraph of H consisting of all edges that do not contain (k−1)-tuples from
Hk−1. Since Hk ⊆ H, we obtain that, for 0 ≤ ` ≤ k − 2,

∆`(Hk) ≤ ∆`(H) ≤ 2

(k − `)!
nk−`−1d ≤ nk−`−1d.(6.2)

Let H = {Hk−1, Hk} be the non-uniform hypergraph with edges of uniformity (k − 1) and k.
Our goal is to find a subset U ′′ ⊆ V (H) such that the subhypergraph H[U ′′] induced on U ′′ satisfies
the assumption of Theorem 1.9 and consequently, contains a large independent set. In order to do
that, we use the deletion method to remove most cycles of size 2, 3 and 4 from H. Given δ > 0, let
U ⊆ V (H) be a random subset whose vertices are chosen independently, each one with probability

p = nδ−
k−2
k−1d−δ−

1
k−1 .
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Hence

(6.3) pn =
(n
d

) 1
k−1

+δ
.

Since |U | follows the binomial distribution B(n, p), by Chernoff’s bound, we have

P
(
||U | − pn| ≥ pn

10

)
< e−cpn <

1

8
(6.4)

for some constant c > 0 and sufficiently large n. In order to apply Theorem 1.9, we need to bound
the maximum vertex degree in Hk and Hk−1. For k− 1 ≤ i ≤ k, let Zi be the set of vertices x ∈ U
such that degHi[U ](x) > 40pi−1∆1(Hi). Note that

E(|Hi[U ]|) = pi|Hi| ≤
pin∆1(Hi)

i

for k − 1 ≤ i ≤ k. By Markov’s inequality, we obtain that

P
(
{|Hk−1(U)| ≥ 4E(|Hk−1(U)|)} ∨ {|Hk(U)| ≥ 4E(|Hk(U)|)}

)
≤ 1

2
.

If |Hi[U ]| < 4E(Hi[U ]), then, since
∑

x∈U degHi[U ](x) = i|Hi(U)|, we obtain that

|Zi| <
i|Hi(U)|

40pi−1∆1(Hi)
<

4pin∆1(Hi)

40pi−1∆1(Hi)
=
pn

10
,

which implies that |Zk−1 ∪ Zk| < pn
5 . Thus, we have

P
(
|Zk−1 ∪ Zk| ≥

pn

5

)
≤ 1

2
.(6.5)

For any x ∈ U \ (Zk−1 ∪ Zk), we have

degHi[U ](x) ≤ 40pi−1∆1(Hi)

for k − 1 ≤ i ≤ k. Let U ′ = U \ (Zk−1 ∪ Zk). Applying (6.1)–(6.3), we derive that

∆1(Hk[U
′]) ≤ 40pk−1∆1(Hk) ≤ 40(pn)k−1/

(n
d

)
= 40

(n
d

)(k−1)δ
and(6.6)

∆1(Hk−1[U ′]) ≤ 40pk−2∆1(Hk−1) ≤ 80(pn)k−2/
(n
d

) k−2
k−1

= 80
(n
d

)(k−2)δ
.(6.7)

For 2 ≤ ` ≤ k−1, recall that a (2, `)-cycle is a 2-cycle with two edges that shares exactly ` vertices,
and CH[U ](2, `) is the number of (2, `)-cycles of H[U ], Note that, since H[U ] = {Hk−1[U ], Hk[U ]},
a (2, `)-cycle may contain two edges of different sizes. To estimate E(CH[U ](2, `)) for 2 ≤ ` ≤ k− 2,
we apply (6.1) and (6.2) obtaining that

|{e, f ∈ Hk : |e ∩ f | = `}| ≤ n`(∆`(Hk))
2 ≤ n`(dnk−`−1)2 = n2k−`/

(n
d

)2
,

|{e ∈ Hk, f ∈ Hk−1 : |e ∩ f | = `}| ≤ n`∆`(Hk)∆`(Hk−1) ≤ 2n2k−`−1/
(n
d

) 2k−3
k−1

,

|{e, f ∈ Hk−1 : |e ∩ f | = `}| ≤ n`(∆`(Hk−1))2 ≤ 4n2k−`−2/
(n
d

) 2k−4
k−1

.
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Together with (6.3), these give that

E(CH[U ](2, `)) =
∑

e,f∈Hk
|e∩f |=`

p2k−` +
∑

e∈Hk,f∈Hk−1

|e∩f |=`

p2k−l−1 +
∑

e,f∈Hk−1

|e∩f |=`

p2k−l−2

=
(n
d

) 2−`
k−1

+(2k−`)δ
+ 2

(n
d

) 2−`
k−1

+(2k−`−1)δ
+ 4

(n
d

) 2−`
k−1

+(2k−`−2)δ

= O

((n
d

) 2−`
k−1

+(2k−`)δ
)

= O

((n
d

)(2k−2)δ
)

for 2 ≤ ` ≤ k − 2.
Now let X3 be the random variable counting the number of linear 3-cycles in H[U ]. We can

bound the number of all 3-cycles by first picking three vertices and choosing three edges from Hk

or Hk−1 containing three pairs of these three vertices. For example, there are at most
(
n
3

)
(∆2(Hk))

3

3-cycles in Hk, while there are at most
(
n
3

)
(∆2(Hk))

2∆2(Hk−1) 3-cycles with two edges in Hk and
one in Hk−1. Each linear 3-cycle in H has 3k − 3 − i vertices, where i is the number of the edges
of Hk−1 in the cycle. For example, a linear 3-cycle in Hk has 3k − 3 vertices while a linear 3-cycle
with two edges in Hk and one in Hk−1 has 3k− 4 vertices. Therefore, applying (6.2) and (6.3), the
expected number of linear 3-cycles in Hk is at most(

n

3

)
(∆2(H))3p3k−3 ≤

(
n(nk−3d)pk−1

)3
=
(n
d

)3(k−1)δ

and the expected number of 3-cycles with two edges in Hk and one in Hk−1 is at most(
n

3

)
(∆2(Hk))

2∆2(Hk−1)p3k−4 ≤ 1

3
(p n)3k−4/

(n
d

)2+ k−2
k−1

=
1

3

(n
d

)(3k−4)δ
.

The expected numbers of other kinds of 3-cycles follow similar bounds. Putting these together, we

conclude that E(X3) = O
((

n
d

)3(k−1)δ
)

.

Let X4 be the random variable counting the number of linear 4-cycles in H[U ] with clean inter-
sections. Note that if e1, e2, e3, e4 ∈ H form a linear 4-cycle, it is possible to have e1 ∩ e3 6= ∅
or e2 ∩ e4 6= ∅. However, if {e1, e2, e3, e4} is a linear 4-cycle with clean intersections, then
e1 ∩ e3 = ∅ = e2 ∩ e4, which gives the precise structure of this 4-cycle. In particular, the number of
vertices in this 4-cycle is 4k−4−i, where i is the number of the edges of Hk−1 in this cycle. Following

similar computations as the case of linear 3-cycles, we obtain that E(X4) = O
((

n
d

)4(k−1)δ
)

.

We now consider two cases of Theorem 1.5 separately.

Case (1): there exists ε > 0 such that degH(S) 6∈
(
n
k−2
k−1
−εd

1
k−1

+ε, n
k−2
k−1d

1
k−1

)
for every S ∈

(V (H)
k−1

)
.

Recall that Hk consists of all edges of H that contain no (k − 1)-set S such that degH(S) ≥
n
k−2
k−1d

1
k−1 . Case (1) thus implies that all (k − 1)-subsets S of V (H) satisfy either S ∈ Hk−1 or

degH(S) ≤ n
k−2
k−1
−εd

1
k−1

+ε. Consequently,

∆k−1(Hk) ≤ n
k−2
k−1
−εd

1
k−1

+ε.(6.8)

Since n
k−2
k−1
−εd

1
k−1

+ε decreases as ε increases, we may assume, without loss of generality, that
ε ≤ 1/(4k). We apply the sampling described previously with δ = ε

k+1 ≤
1

4k(k+1) . We also assume

that n/d ≥ n0(δ), where n0(δ) is a large number depending on δ. Recall that CH[U ](2, k− 1) is the

number of 2-cycles with intersection of size k − 1 in H[U ]. In view of |Hk| = ∆0(HK) ≤ 2
k!n

k−1d
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from (6.2), we apply (6.8) and (6.3) obtaining that

E(CH[U ](2, k − 1)) =
∑

e,f∈Hk,|e∩f |=k−1

pk+1 ≤ k

2
|Hk|∆k−1(Hk)p

k+1 ≤ (pn)k+1/
(n
d

) k
k−1

+ε

=
(n
d

) 1
k−1

+(k+1)δ−ε
=
(n
d

) 1
k−1

.

Let X =
∑k−1

`=2 CH[U ](2, `) +X3 +X4. Combining with the bounds on E(X3) and E(X4) obtained
earlier, we derive that

E(X) =
(n
d

) 1
k−1

+O

((n
d

)3(k−1)δ
)

+O

((n
d

)(4k−4)δ
)
�
(n
d

) 1
k−1

+δ
= pn(6.9)

by using (4k − 4)δ < 1
k−1 . Applying Markov’s inequality, we have

P(X ≥ 4E(X)) ≤ 1/4.(6.10)

Recall that U ′ = U \ (Zk−1 ∪ Zk). Let U ′′ be the subset of U ′ obtained by removing (at least)
one vertex from each of 2-cycles, linear 3-cycles, and linear 4-cycles with clean intersections. We
claim this actually remove all cycles of length 2, 3, 4 in H[U ′]. Indeed, if C is a cycle of length 3
or 4, then either C is linear or C contains a 2-cycle. If C = {e1, e2, e3, e3} is a linear 4-cycle, then
either C has clean intersections or say, e1∩e3 6= ∅, which implies that e1, e2, e3 form a linear 3-cycle.
In all cases, one vertex of C will be removed. Thus H[U ′′] has no cycles of length 2, 3 and 4 and
consequently has the BOUQUET properties.

By (6.4), (6.5), (6.9), and (6.10), we have

|U ′′| ≥ |U | − pn

5
− 4E(X) ≥ 7

10
pn− 4E(X) ≥ pn

2
=

1

2

(n
d

) 1
k−1

+δ
.(6.11)

with probability at least 1− (1
2 + 1

4 + 1
8) = 1

8 > 0. Since U ′′ ⊆ U ′, we have

∆1(Hk[U
′′]) ≤ 20(n/d)(k−1)δ and ∆1(Hk−1[U ′′]) ≤ 40(n/d)(k−2)δ(6.12)

from (6.6) and (6.7). We now pick a set U ′′ of size 1
2

(
n
d

) 1
k−1

+δ
satisfying (6.12) and the BOUQUET

properties.

We apply Theorem 1.9 with T = 3
(
n
d

)δ
and N = |U ′′| = 1

2

(
n
d

) 1
k−1

+δ
to H[U ′′]. Note that

(logN)3 ≤ T ≤ N1/(4k) because 0 < δ < 1
4k(k−1) and n

d is sufficiently large. By (6.12) and

k ≥ 4, we have ∆1(Hk[U
′′]) ≤ T k−1 and ∆1(Hk−1[U ′′]) ≤ T k−2(log T )

1
k−1 . Since H[U ′′] contains no

2-cycle, we have ∆i−1(Hi[U
′′]) ≤ 1 for i = k − 1, k. Theorem 1.9 thus gives that

α(H[U ′′]) ≥ ck
|U ′′|
T

(log T )
1

k−1 = ck

1
2(n/d)

1
k−1

+δ

3(n/d)δ

(
log
[
3
(n
d

)δ ]) 1
k−1

≥ ck
6

(
δ
n

d
log
(n
d

)) 1
k−1

,

where ck > 0 is a constant. Since α(H) ≥ α(H[U ′′]), this gives the desired bound for α(H).

Case (2): degH(S) 6∈
(
n
k−2
k−1d

1
k−1 /

[
log(nd )

]k+1
, n

k−2
k−1d

1
k−1

)
for every S ∈

(V (H)
k−1

)
, and H contains

no 4-cycle with clean intersections.

We first observe that H contains no 4-cycle with clean intersections. Suppose that edges
e1, e2, e3, e4 form a 4-cycle in H with e1 ∩ e3 = ∅ and e2 ∩ e4 = ∅. Then we can form a 4-cycle
f1, f2, f3, f4 ∈ H as follows: If ei ∈ Hk, then let fi = ei. Otherwise ei ∈ Hk−1, we take fi ∈ H
such that fi = ei ∪{yi} for some yi /∈

⋃4
j 6=i fj (this is possible because degH(ei) ≥ n

k−2
k−1d

1
k−1 ≥ 4k).
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Hence, f1, f2, f3 and f4 form a 4-cycle with f1 ∩ f3 = e1 ∩ e3 = ∅, f2 ∩ f4 = e2 ∩ e4 = ∅, which
contradicts the assumption that H has no 4-cycle with clean intersections.

Similar as in Case (1), the definition of Hk forces that

∆k−1(Hk) ≤ n
k−2
k−1d

1
k−1 /

(
log

n

d

)k+1
.(6.13)

However, the strategy here will be slightly different from the previous case. The bound given by
(6.13) will not be enough to remove (2, k− 1)-cycles of Hk. However, since H has no 4-cycles with
clean intersections, we will be able to find a subhypergraph satisfying the BOUQUET properties
and then apply Theorem 1.9.

Apply the sampling described previously with 0 < δ < 1
4k2

. Let X =
∑k−2

`=2 CH[U ](2, `) +X3 (we
know X4 = 0 because H contains no 4-cycle with clean intersections). Earlier calculations give

that E(X) = O
((

n
d

)3k−3)δ
)

= o
((

n
d

) 1
k−1

+δ
)

.

Let U ′′ be the subset of U ′ = U \ (Zk−1 ∪ Zk) obtained by removing (at least) one vertex from
each of the linear 3-cycles and (2, `)-cycles in H[U ′] with 2 ≤ ` ≤ k − 2. We claim that H[U ′′]
has the BOUQUET property. Indeed, Properties i) and ii) follow from the fact that only 2-cycles
in H are (2, k − 1)-cycles from Hk. Properties iii) and iv) hold because H[U ′′] contains no linear
3-cycle and no 4-cycle with clean intersections. To see v), suppose that there exist three edges
e1, e2, e3 ∈ H3 such that |e1 ∩ e2| = |e2 ∩ e3| = 2 and |e1 ∩ e3| = 1. Since the only 2-cycles in H
are those with intersection of size k − 1, we must have k = 3, which contradicts the assumption of
Theorem 1.5.

By a similar argument as Case (1), one can prove that H[U ′′] satisfies (6.11) and (6.12). It
remains to bound ∆k−1(Hk). We first extend the definition of

degH[U ](S) := |{x ∈ U : S ∪ {x} ∈ H}|.

by allowing S to be any (k − 1)-set S ⊆ V (H). For any (k − 1)-set S, we have

E(degH[U ](S)) = p degHk(S) ≤ p∆k−1(Hk) ≤
(n
d

)δ
/
(

log
n

d

)k+1
by (6.13).

Therefore, by Chernoff’s bound, we have

P
(
| degH[U ](S)− E(degH[U ](S))| ≥

(n
d

)δ
/
(

log
n

d

)k+1
)
≤ 2 exp

(
−
(
n
d

)2δ
/
(
log n

d

)2k+2

3E(degH[U ](S))

)

≤ 2 exp

(
−

(
n
d

)δ
3
(
log n

d

)k+1

)
.

Hence, by a union bound, the probability that there exists a (k − 1)-set S such that S ⊆ U and

|degH[U ](S)− E(degH[U ](S))| ≥
(
n
d

)δ
/
(
log n

d

)k+1
is at most

2pk−1nk−1 exp

(
−

(
n
d

)δ
3
(
log n

d

)k+1

)
= 2

(n
d

)1+(k−1)δ
exp

(
−

(
n
d

)δ
3
(
log n

d

)k+1

)
= o(1)

as n/d is sufficiently large. Then, with probability 1− o(1), every (k−1)-tuple S ⊆ U satisfies that

degH[U ](S) ≤ 2
(n
d

)δ
/
(

log
n

d

)k+1
.
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Thus, with positive probability, we can find a set U ′′ such that H[U ′′] ∈ BOUQUET, satisfying
(6.11), (6.12),

∆k−2(Hk−1[U ′′]) ≤ 1 and ∆k−1(Hk[U
′′]) ≤

2
(
n
d

)δ
(log(n/d))k+1

≤
(
n
d

)δ
(log(n/d)δ)

k+1
.

After removing vertices if necessary, we may assume that |U ′′| = 1
2

(
n
d

) 1
k−1

+δ
. We now apply

Theorem 1.9 with T = 3(n/d)δ and N = |U ′′| to obtain the desired bound on α(H) exactly as in
the first case. �

7. Appendix B: Proof of Theorem 1.7

Proof of Theorem 1.7. Let U ⊆ V (H) be a random subset whose vertices are chosen independently,
each one with probability p = tδ−1 for δ = ε

4k . Then

E(|U |) = pn = ntδ−1.(7.1)

Since |U | follows a binomial distribution, by Chernoff’s bound, we have

P
(
||U | − pn| > pn

10

)
< e−cpn <

1

8
(7.2)

for some constant c > 0 and all sufficiently large n.
As in the proof of Theorem 1.5, our strategy is to apply Theorem 1.9 to a subgraph H[U ′] for

some U ′ ⊆ U . We obtain U ′ by removing vertices of high degree from U and at least one vertex
from every (2, `)-cycle with 2 ≤ ` ≤ k − 2 and from every linear 3-cycle in H[U ].

We start by counting the expected number of (2, `)-cycles in H[U ] for 2 ≤ ` ≤ k − 2. Note
that we can upper bound CH[U ](2, `), the number of (2, `)-cycles as follows: There are |H| ways

to choose the first edge e,
(
k
`

)
ways to fix an `-tuple in e and at most ∆`(H) ways to extend this

`-tuple to a second edge. Thus, by using that ∆`(H) ≤ tk−`−ε, |H| ≤ ntk−1 and δ = ε/4k, we have

E(CH[U ](2, `)) ≤ |H|
(
k

`

)
∆`(H)p2k−` = O(ntδ(2k−`)−ε−1) = o(ntδ−1).(7.3)

Let X3 be the number of linear 3-cycles in H[U ]. One can estimate the number of linear 3-cycles
in H in a similar fashion: There are |H| choices for the first edge e1, k ways to choose a vertex
v1 ∈ e1, at most ∆1(H) ways to extend v1 to a second edge e2, at most k2 ways to fix a vertex
v3 ∈ e1 \ {x1} and a vertex v2 ∈ e2 \ {x1}, and finally at most ∆2(H) ways to extend v3, v2 to an
edge e3. Thus,

E(X3) ≤ |H|k3∆1(H)∆2(H)p3k−3 = O(ntδ(3k−3)−ε−1) = o(ntδ−1),(7.4)

because δ(3k − 3)− ε < δ. Therefore, by (7.3) and (7.4), we have

E

(
k−2∑
`=2

CH[U ](2, `) +X3

)
≤ ntδ−1

20
.

Hence, by Markov’s inequality,

P

(
k−2∑
`=2

CH[U ](2, `) +X3 >
ntδ−1

5

)
≤ 1

4
.(7.5)

Let Z be the random variable counting the number of vertices x ∈ U such that

degH[U ](x) > 10E
(

degH[U ](x)
)

= 10pk−1 degH(x).
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By Markov’s inequality,

P
(

degH[U ](x) > 10pk−1 degH(x)
)
≤ 1

10

for every x ∈ V (H). Since the event x ∈ U is independent of the events {y ∈ U} for y 6= x, we
obtain

P(x ∈ Z) = P(x ∈ U)P
(

degH[U ](x) > 10pk−1 degH(x)
)
≤ p

10
.

Hence, E(|Z|) ≤ pn/10. By another application of Markov’s inequality,

P
(
|Z| ≥ pn

5

)
≤ 1

2
.(7.6)

By (7.2), (7.5) and (7.6), we have

|U | − |Z| −
k−2∑
`=2

CH[U ](2, `)−X3 ≥
9pn

10
− pn

5
− ntδ−1

5
=

1

2
ntδ−1

with probability at least 1/8. Thus, with probability at least 1/8, there exists a set U ′ ⊆ U of size
|U | = 1

2nt
δ−1 such that U ′ contains no (2, `)-cycle or linear 3-cycle, and if x ∈ U ′, then

degH[U ′](x) < degH[U ](x) ≤ 10pk−1 degH(x) ≤ 10pk−1∆1(H) ≤ 10t(k−1)δ.(7.7)

We observe that H[U ′] ∈ BOUQUET. Indeed, since H[U ′] is k-uniform, Conditions i) and v)
of BOUQUET trivially hold. Conditions ii) and iii) follows from the fact that H[U ′] has no linear
3-cycles and (2, `)-cycles for 2 ≤ ` ≤ k − 2. Finally, Condition iv) comes from the fact that H has
no 4-cycle with clean intersections and H[U ′] is a subgraph of H. Hence, H[U ′] ∈ BOUQUET.

It remains to bound ∆k−1(H[U ′]). For any fixed (k − 1)-set S ⊆ V (H), the variable degH[U ](S)

satisfies a binomial distribution B(|degH(S)|, p) with mean

E
(

degH[U ](S)
)

= p degH(S).

Thus, by Chernoff’s inequality,

P
(∣∣∣degH[U ](S)− p degH(S)

∣∣∣ < pt

(log t)k+1

)
≤ 2 exp

−
(

pt
(log t)k+1

)2

3p degH(S)


≤ 2 exp

−
(

pt
(log t)k+1

)2

3p t
(log t)k+1

 = 2 exp

(
− tδ

3(log t)k+1

)
≤ 2

nk
,

because tδ

3(log t)k+1 ≥ ktδ/3 = ktε/(12k) ≥ k log n. Hence, by an union bound, with probability at

least 1−
(
n
k−1

)
2
nk

= 1− o(1),

degH[U ′](S) ≤ degH[U ](S) ≤ E
(

degH[U ](S)
)

+
pt

(log t)k+1
≤ 2pt

(log t)k+1
(7.8)

for all (k − 1)-sets S ⊆ V (H). Therefore, with probability at least 1/16, there exists a subset
U ′ ⊆ U of size |U ′| = 1

2nt
δ−1 such that H[U ′] ∈ BOUQUET, (7.7) and (7.8) hold, that is,

∆1(H[U ′]) ≤ 10t(k−1)δ and ∆k−1(H[U ′]) ≤ 2tδ

(log t)k+1
.

Set T = 10
1

k−1 tδ and N = |U ′| = n
2 t
δ−1. Then T ≥ t

ε
4k ≥ (log n)3 ≥ (logN)3 and T 4k = ct4kδ =

ctε ≤ cn/t ≤ N , where c = 10
4k
k−1 . We have ∆1(H[U ′]) ≤ 10t(k−1)δ = T k−1 and ∆k−1(H[U ′]) ≤
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2tδ

(log t)k+1 ≤ T/(log T )k+1 because 4δk+1 ≤ 4( 1
4k )k+1 < 10

1
k−1 . Then H[U ′] satisfies the hypothesis

of Theorem 1.9. Therefore,

α(H) ≥ α(H[U ′]) = Ωk

(
N

T
(log T )

1
k−1

)
= Ωk,ε

(n
t

(log t)
1

k−1

)
. �
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