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Abstract

Cardio-ventilatory coupling refers to a heartbeat (HB) occurring at a preferred latency

prior to the next breath. We hypothesized that the pressure pulse generated by a

HB activates baroreceptors that modulate brainstem expiratory neuronal activity and

delay the initiation of inspiration. In supine male subjects, we recorded ventilation,

electrocardiogram and blood pressure during 20-min epochs of baseline, slow–deep

breathing and recovery. In in situ rodent preparations, we recorded brainstem activity

in response to pulses of perfusion pressure. We applied a well-established respiratory

network model to interpret these data. In humans, the latency between a HB and

onset of inspiration was consistent across different breathing patterns. In in situ pre-

parations, a transient pressure pulse during expiration activated a subpopulation of

expiratory neurons normally active during post-inspiration, thus delaying the next

inspiration. In the model, baroreceptor input to post-inspiratory neurons accounted

for the effect. These studies are consistent with baroreflex activation modulating

respiration through a pauci-synaptic circuit frombaroreceptors to onset of inspiration.
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1 INTRODUCTION

Coupling of the respiratory and the cardiovascular systems is

anatomical, physiological and reciprocal. Anatomically and physio-

logically, the respiratory and cardiac systems may interact for efficient
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gas exchange in that this decreases cardiac work (Ben-Tal, 2012;

Ben-Tal et al., 2012). Although cardiorespiratory coupling (CRC)

is reciprocal, the effect of respiration (i.e., the slower rhythm) on

the cardiovascular system (i.e., the faster rhythm) is more apparent

than the effect of the cardiovascular system on respiration. Indeed,

the modulation of heart rate by respiration was one of the first

physiological system properties described (early 16th century).

Although referred to as a respiratory sinus arrhythmia (RSA), it is not

an arrhythmia but healthy variation in HR, which increases during

inspiration and decreases during expiration (Billman, 2011). Various

mechanisms contribute to RSA, from mechanical, as negative pleural

pressure increases venous return during inspiration, which increases

HR, to neural as pre-ganglionic cardiac vagal neural activity increases

during expiration, which decreases HR.

The reciprocal nature of CRC involves cardio-ventilatory coupling

(CVC), the cardiovascular system driving changes in the respiratory

system. More specifically, CVC refers to the onset of inspiration at

a preferential latency following the last heartbeat (HB) in expiration

(Friedman et al., 2012; Tzeng et al., 2003). The physiological purpose

of CVC was suggested to be to align breathing to the cardiac cycle

and, thus, optimize RSA and energy efficiency of gas exchange (Galletly

& Larsen, 1998). Basically, CVC depends on intact baroreceptors,

so according to the ‘cardiac-trigger hypothesis’ the pulse pressure

initiates an inspiration via baroreceptor activation (Bucher, 1963).

Thus, baroreceptor input activates a central neural network leading to

a consistent latency between HB and the next inspiration. However,

the central neural substratemediating this coupling remains undefined

(Galletly & Larsen, 1997; Tzeng et al., 2007).

The literature supports the hypothesis that increases in blood

pressure facilitate expiratory rather than inspiratory motor activity

and preferentially modulate expiratory compared to inspiratory brain-

stemneural activity (Bishop, 1974;Grunstein et al., 1975; Lindsey et al.,

1998). Respiratory rate decreased and the duration of expiration (TE)

increased during these sustained increases in blood pressure (Bishop,

1974; Grunstein et al., 1975). Subsequent studies recorded brainstem

neural activity during baroreceptor activation (Baekey et al., 2010;

Dick & Morris, 2004; Dick et al., 2005; Lindsey et al., 1998; Richter

& Seller, 1975) and showed an increase in the firing rate of a sub-

population of expiratory neurons.

In a preliminary publication, we examined the effect of trans-

ient pressure pulses that inhibited sympathetic nerve activity and

delayed the onset of the next inspiration on TE and on medullary

neural activity in in situ rodent preparations (Baekey et al., 2010).

We reported an instance of two simultaneously recorded expiratory

neurons, one with decrementing discharge pattern (post-I) and the

other with augmenting activity (aug-E). When a short arterial pressure

pulse was delivered during expiration, the post-I neuron increased and

the aug-E neuron decreased their activities. These changes in activity

were associated with a prolongation of TE. As the pulse subsided the

post-I activity decreased and the aug-E neuron became reactivated.

This was anecdotal evidence that the resetting of the respiratory

rhythm was mediated primarily by the activation of the post-I

activity.

New Findings

Cardio-ventilatory coupling refers to the onset of

inspiration occurring at a preferential latency fol-

lowing the last heartbeat (HB) in expiration. According

to the cardiac-trigger hypothesis, the pulse pressure

initiates an inspiration via baroreceptor activation.

However, the central neural substrate mediating this

coupling remains undefined. Using a combination

of animal data, human data and mathematical

modelling, this study tests the hypothesis that

the HB, by way of pulsatile baroreflex activation,

controls the initiation of inspiration that occurs

through a rapid neural activation loop from the

carotid baroreceptors to Bötzinger complex expira-

tory neurons.

The cardiac-trigger hypothesis implies that baroreceptor activation

should initiate inspiration by activating pre-I activity. In contrast,

published and our anecdotal data indicate that baroreceptor

activation affects E-modulated activity. Here, we expand our pre-

liminary observations and test the hypothesis that CVC is mediated

by baroreceptors sensing the arterial pulse pressure and act by

modulating post-I and expiratory neural activity (Baekey et al., 2008,

2010). We explored this theoretical mechanism of CVC by using data

from conscious humans, in situ rodent preparations and mathematical

modelling. We assessed the relationship between the HB and the

onset of inspiration during normal and slow deep breathing (SDB) in

humans and during transient baroreceptor activation whilst recording

brainstem respiratory neural activity in rodent in situ preparations.

Then, from these rodent data, we developed a mathematical model

of respiratory-baroreflex interaction and simulated human data to

evaluate the possibility that the CVCmay be due to the recruitment of

expiratory neurons involved in determining the duration of expiration

and the inspiratory onset.

2 METHODS

2.1 Ethical approval

All experiments and procedures with human subjects were approved

by the Institutional Review Board at the Mayo Clinic (no. 09-006778)

and conformed to the Declaration of Helsinki except for registration

in the database. All subjects signed an approved informed consent

form. The data were de-identified to comply with Health Insurance

Portability and Accountability Act rules and regulations for data

analysis. Further de-identification permitted data sharing without

additional IRB approval.



BARNETT ET AL. 1183

All animals were housed in the Case Western Reserve University

Animal Resource Center (ARC) at the School of Medicine. Rooms

were antigen and virus free with controlled temperature, humidity

and 12 h light–dark cycles. The ARC is maintained in accordance

with Public Health Service policy on Humane Care and Use of

Laboratory Animals, and has received AAALAC accreditation. Animals

were routinely examined by veterinarians on staff. Animals were

anaesthetized with isoflurane (5%) and toe pinch was used to assure

adequate anaesthetic level prior to decerebration at the precollicular

level.

2.2 Human subjects

Subjects were young, healthy, yoga-naive males (n = 10, mean age

26.7 ± 1.4 years). A subset of data from this same subject pool

was previously reported for analysis of blood pressure variability.

Screening, consenting procedures and details of instrumentation

are the same as already reported (Dick et al., 2014b). Briefly,

subjects were in the supine position during consecutive 20-min

epochs of baseline breathing, uncoached SDB and recovery breathing.

Continuous monitoring was done for catheter-based brachial artery

blood pressure, lead II electrocardiogram and calibrated double

pneumobelt. For more details see (Dick et al., 2014b; Barnett et al.,

2020).

2.3 Rats (in situ preparation)

Rats (male, juvenile 50–100 g) were pretreated with heparin sodium

(1000units, I.P.) anddeeply anaesthetizedwith isoflurane, andbisected

sub-diaphragmatically. We placed the rostral half of the rat in a cold

(10◦C) Ringer solution (containing, mM: NaCl, 125; NaHCO3, 25;

KCl, 3; CaCl2, 2.5; MgSO4, 1.25; KH2PO4, 1.25; and dextrose, 10),

where they were decerebrated pre-collicularly and had their skin,

viscera, the left ribcage, diaphragm, lungs and thoracic connective

tissue removed; and then finally, the distal end of the descending

aorta was freed for the perfusion cannula and the left phrenic

nerve was dissected free of connective tissue and desheathed for

recording. The in situ preparation was moved to a recording chamber,

cannulated and perfused retrogradely through the descending aorta

with amodifiedRinger solution (artificial cerebrospinal fluid) saturated

with 95% O2–5% CO2 and subjected to neuromuscular block with

vecuroniumbromide. Perfusionpressurewasadjustedbymanipulation

of a peristaltic pump’s rotation speed and by administration of

supplemental vasopressin. After placement of the peripheral nerves

in the recording electrodes, respiratory efforts were re-established

by gradually increasing perfusion pressure and temperature. Motor

activity patterns were recorded from the central end of the vagus,

thoracic sympathetic and phrenic nerves.

The multi-electrode array was fitted to an electrode manipulator,

which fitted a stereotaxic frame. The microelectrodes (n = 16,

10−12 MΩ) were aligned perpendicularly to the dorsal medullary

surface. We placed eight electrodes bilaterally in two rows of four

that paralleled the midline. The electrodes in the two rows were

separatedby250µm,while electrodeswithin each rowwere separated

by 300 µm. We used stereotaxic coordinates to position electrodes

bilaterally in the rostral lateral medulla. We could position the depth

of each electrode in steps as small as amicrometre and could adjust the

electrode to optimize signal-to-noise ratio and to isolate the recording

of activity to a single source. We characterized recording of neurons

by the peak of their activity during the respiratory cycle and the

stereotaxic location of the electrode tip. In cases wheremore than one

neuron was recorded on a single electrode, we discriminated single

units using a voltage threshold and then confirmed single units using

principal component analysis (spike sorting).

The protocol included at least a 15-min baseline recording followed

by characterizing the responses to transient increases in the perfusion

pressure to activate arterial baroreceptors with 3–5 min interval

between repeated activations of the baroreceptors.

We performed data analysis off-line from Spike-2 files (Cambridge

Electronic Design Limited, Cambridge, UK). Data were filtered from

100 Hz to 3 kHz and the analog signal was sampled at 10 kHz.

The recorded data include: phrenic nerve activity (PNA), thoracic

sympathetic nerve activity, ECG and extracellular potentials from the

microelectrode array. PNA was processed by removing DC offset,

rectification and smoothing using a 50-ms time constant to obtain a

moving-timeaverageof activity. From this ‘integrated’ PNA,wemarked

the onsets of inspiratory and expiratory phases. Action potentials of

single neurons were converted to times of occurrence, that is, spike

trains (Figure 5b). For more details see (Baekey et al., 2008, 2010).

2.4 Analysis of human physiological data

The detection of respiratory phase changes in human ventilatory data

in this dataset has been previously described (Barnett et al., 2020).

Here, we constructed a probability density function (PDF) for HBs

relative to the onset of inspiration for each of the three experimental

epochs in each participant by collecting the times of each R-peak

that happened within the 0.5-s interval immediately preceding the

onset of inspiration. Each PDF was normalized and then integrated

to produce an HB cumulative distribution function (CDF), which could

then be analysed.Weused theKolmogorov–Smirnov test to determine

whether CVC was present in these physiological recordings: the HB

CDFwas compared to the CDF of the uniform distribution.

In order to characterize the distribution of HBs preceding the

onset of inspiration, we produced two metrics. For the first metric,

we detected the maximum positive difference between the HB CDF

and the CDF of the uniform distribution. For the second metric, we

recorded the difference between the onset of inspiration and the time

at which the positive difference between the HB CDF and the CDF

of the uniform distribution was maximal. For the statistical analysis

of these metrics, comparisons among groups were carried out using
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the CAR and PMCMRplus libraries for the R computing environment.

Comparisons among the three experimental epochs were performed

using a one-way repeated measures ANOVA (Figure 3b) or if group

data were not normal with Friedman’s test (Figure 3a). In neither case

(Figure 3) were these comparisons significant, and post hoc tests were

not performed.

2.5 Analysis of rat recordings

In rat recordings, we quantified the change in respiratory phase

duration and the change in neuronal firing rate in cycles during which

a baroreflex stimulation was performed. We designated cycles during

which there was no stimulation as control cycles.

We analysed and compared neuronal firing rates between control

and perturbed cycles. For expiratory neurons in control cycles, we

averaged the firing rate of neurons during expiration. Since the

expiration duration was altered in perturbed cycles, we averaged the

firing rate of neurons over the time interval that began at the beginning

of expiration and ended after the average duration of expiration for

control cycles in that cell. For inspiratory neurons in both control cycles

and perturbed cycles, we averaged the firing rate of the cell over the

duration of inspiration. We compared neuronal firing rates for control

versus perturbed cycles using Student’s paired t-test. The threshold for

significance was 0.05.

We analysed and compared respiratory phase durations between

control and perturbed cycles. We separated the expiratory phase

into the post-inspiratory phase and the late expiratory phase. The

post-inspiratory phase lasted for 20% of the duration of the average

expiration duration for control cycles.We compared respiratory phase

durations between control and perturbed cycles using the Wilcoxon

signed-rank test. The threshold for significance was 0.05.

Analysis and comparisonof rat datawereperformed inPythonusing

the Numpy, Scipy and Pandas libraries.

2.6 Model description

Wedeveloped two computational models of the brainstem respiratory

circuitry: a simple model of baroreceptor stimulation in the rat and a

closed-loop model of blood pressure-derived baroreceptor activation

in humans. These two models shared fundamental core connectivity

of the respiratory neuronal populations in the Bötzinger (BötC) and

pre-Bötzinger (preBötC) complexes, which was informed by brainstem

transection experiments (Smith et al., 2007). As in Rubin et al. (2009,

2011), the model of the respiratory circuitry produced an average

membrane potential for each neuronal population, which was trans-

formed into the firing rate of that population.

Our strategy was to demonstrate a proof-of-principle mechanism

in the model of the in situ rodent response to perfusate pressure

perturbations. We then extended this mechanism to a closed-loop

model of human cardio-respiratory interaction. In the model of

baroreceptor stimulation in the rat, baroreceptor activation was

represented as a dynamic excitatory current in post-inspiratory

neurons. This current and the response of the model to the activation

of this currentwere constructed to reproduce the respiratory response

of baroreceptor activation experiments performed in situ. The model

of human cardio-respiratory interaction included blood pressure and

a simple model of the HB. This model was used to show how the

systolic increase in blood pressure due to the beating of the heart could

activate carotid baroreceptors and this baroreceptor activation could

facilitate activity of post-inspiratory neurons to alter the timing of sub-

sequent inspiration.

2.6.1 Model of rodent baroreceptor activation

By incorporating some critical slow intrinsic ionic conductances, this

model captures the experimentally observed firing rate profiles of

respiratory neurons. The average membrane potential of each neuro-

nal population was determined by the following current balance

equation:

C
dVi
dt

= −Ii − ḡKn
4
∞ (Vi) (Vi − EK) − ḡL (Vi − ELi) − ḡEsi (Vi − EE)

− ḡIqi (Vi − EI) + Baroi

From Vi, we computed the firing rate for each neuronal population

with the piecewise-linear function f(V):

f (V) =

⎧⎪⎨⎪⎩
0, if V < −50 mV

(V + 50) ∕30, if − 50 mV ≤ V ≤ −20 mV

1, if V > −20 mV

All five of the neuronal populations possessed a delayed rectifier

potassium current and a leak current. The leak current was

parameterized by its conductance, ḡL, and its reversal potential,

EL. The delayed rectifier potassium current was parameterized by

its conductance, ḡK, and the reversal potential of potassium, EK. The

steady state activation of this potassium current was expressed as:

n∞ (V) = 1∕ (1 + exp (− (V + 30) ∕4))

In the current balance equation, the additional intrinsic currents

representedby Ii differedbyneuronal population anddefined the firing

rate responses of each neuronal population to synaptic input. In the

pre-I/I population (i = 1), Ii was composed of a slowly inactivating

persistent sodium current:

INaP = ḡNaPm∞ (V) h (V − ENa)

The current was parameterized by its maximal conductance,

ḡNaP, and the sodium reversal potential, ENa. The activation of its

conductance was defined by its steady state voltage dependence:

m∞ (V) = 1∕ (1 + exp (− (V + 40) ∕6))



BARNETT ET AL. 1185

The inactivation of the persistent sodium current, h, was defined by

the differential equation:

𝜏h (V)
dh
dt

= h∞ (V) − h

The steady state voltage dependence of hwas defined by:

h∞ (V) = 1∕ (1 + exp ((V + 55) ∕10))

and its time constant was expressed as:

𝜏h (V) = 𝜏NaP∕ cosh ((V + 55) ∕10)

In the early-I population (i = 2), Ii was composed of an adaptive

potassium current:

IAD = ḡAD m (V − EK)

which was parameterized by its maximal conductance, ḡAD, and

the reversal potential of potassium, EK. The activation of IAD was

determined by the differential equation:

𝜏m,i
dmi

dt
= Kif (Vi) −mi

The steady state activation of IAD was determined by the firing rate

of the population and the scaling factor Ki. In the aug-E population

(i = 3), therewereno additional intrinsic currents (Ii = 0). In thepost-

I population (i = 4), Ii was composed of an adaptive potassium current

IAD = ḡADm(V − EK); its dynamics are described above. This neuro-

nal population also possessed the baroreceptor input stimulus, Baro,

which was defined by the following differential equation:

𝜏Baro
dBaro
dt

= Baro∞ − Baro

The parameter values for Baro∞ and 𝜏Baro were 0 nA and 1 s,

respectively, while baroreceptor activation was absent. The values for

biophysical parameters are given in Table 1.

The firing rate of each population determined the instantaneous

conductance of its synaptic current in post-synaptic populations. The

excitatory (si) and inhibitory (qi) synaptic activations were determined

TABLE 1 Values for parameters for themodel of rodent
baroreceptor activation

C = 20 pF gL = 2.8 nS EL = −60 mV gI = 60 nS

gE = 10 nS EI = −75 mV EE = 0 mV gK = 5 nS

EK = −85 mV gNaP = 5 nS 𝜏NaP = 4 s ENa = 50 mV

gAD = 10 nS 𝜏AD = 2 s K2 = 1 K4 = 2

During baroreceptor stimulation

Baro∞ = 0.3 nA 𝜏Baro = 50 ms

Otherwise

Baro∞ = 0 nA 𝜏Baro = 1 s

TABLE 2 Weights of synaptic connections among neuronal
populations

Pre-I/I Early-I Aug-E Post-I Drive

Synaptic weights a1i b2i b3i b4i ci

Pre-I/I 0.15 1 0.02

Early-I 0.15 0.05 0.42 0.6

Aug-E 0.42 0.25 0.45

Post-I 0.22 0.6

by the activity of presynaptic populations as described by

si =
5∑
j=1

ajif
(
Vj
)
+ ci

qi =
5∑
j=1

bji f
(
Vj
)
,

where f(Vj) is the neuronal firing rate of the presynaptic population.

The synaptic weight aji corresponds to the specific strength of the

excitatory projection from population j to population i. The synaptic

weight bji corresponds to the specific strength of the inhibitory

projection from population j to population i. The synaptic weight ci
represents a tonic excitatory drive to population i. The magnitude of

these weights can be found in Table 2. Simulations were performed in

MATLAB (The MathWorks, Natick, MA, USA) using the ode15 s solver

(AbsTol= 1e-7, RelTol= 1e-5 andMaxStep= 10).

2.6.2 Model of human cardiorespiratory
interaction

Weextendedandadaptedourmodel of rodentbaroreceptor activation

to simulate human cardiorespiratory interaction by incorporating the

HB, blood pressure and the tidal volume of the lungs:

C
dVi
dt

= − Ii − ḡKn
4
∞ (Vi) (Vi − EK) − ḡL (Vi − ELi) − ḡEsi (Vi − EE)

− ḡIqi (Vi − EI) − INTS,i

This model included an additional neuronal population, which was

responsible for the inspiratory output of the respiratory central

pattern generator (CPG). The ramp-I population (i = 5) possessed a

leak current, and a delayed rectifier potassium current, but there were

no additional intrinsic currents (Ii = 0). The intrinsic currents of the

pre-I/I, early-I and aug-e populations are identical to those described in

the model above. The post-I population (i = 4) differed from the pre-

viousmodel. It possessed theoutwardadaptivepotassiumcurrent (IAD)

as well as input from the nucleus of the solitary tract (NTS).

We defined the dynamic input to the respiratory CPG from the

NTS as INTS,i. The only population receiving this input was the

post-I populations (i = 4). This input was composed of synaptic

currents related to the Hering–Breuer reflex, IHB, and the carotid
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TABLE 3 Summary of biophysical parameters for themodel of human cardiorespiratory interaction

𝝉AD = 4 s∗ 𝝉NaP = 8 s∗ 𝜶CB = 0.0005 𝜶HB = 0.1

𝜏L = 1 s 𝜏P = 1 s 𝜏s = 10 s p1 = 120 mmHg

p1 = 80 mmHg Ω = 1 Hz RSA = 0.0005 𝜎 = 0.001 (0.0005)

Quantities marked with an asterisk emphasize values that differ from the model of rodent baroreflex stimulation. Quantities contained within parentheses

indicate the parameter value used for simulations of slow deep breathing.

baroreflex, ICB, such that INTS = IHB + ICB. The Hering–Breuer reflex

was defined as IHB = 𝛼HBL where 𝛼HB was a gain parameter and L

was the tidal volume (L is defined below). The carotid baroreflex was

defined as:

ICB =

{
𝛼CB (p − ps) , if p > ps and V5 < −45 mV

0, otherwise

Where 𝛼CB was a gain paremeter, p is the blood pressure (defined

below), ps is the smoothed blood pressure (defined below) andV5 is the

averagemembrane potential of the ramp-I population.

The tidal volume of the lungs is defined by

𝜏L
dL
dt

= f (V5) − L

such that f(V5) is the firing rate of the ramp-I neuronal population.

The blood pressure is defined by the differential equation

𝜏p
dp
dt

= − (p − p0) .

The steady state blood pressure was:

p0 = (p1 − p2exp(−1∕(Ω𝜏p)))∕(1 − exp(−1∕(Ω𝜏p))),

where p1 and p2 are nominal systolic and diastolic pressures, Ω is

nominal heart rate and 𝜏p is blood pressure relaxation constant. We

also utilize a smoothed blood pressure approximately representing

average blood pressure over time 𝜏s. It was defined by the differential

equation:

𝜏s
dps
dt

= (p − ps)

The activation of the adaptive potassium current (IAD) was altered

in this model to account for variability in the duration of inspiration

and expiration. The activation variable was defined as a stochastic

differential equation:

dmi =
Kif (Vi) −mi

𝜏m,i
dt + ffdWi

whereWi isWiener stochastic process, and themagnitude of 𝜎 defined

respiratory variability.

The beating of the heartwas described bynon-homogenousPoisson

process with the rate

𝜆 (t) = Ω+ RSA × L

Where L is the tidal volume and RSA is a parameter that defines

the amplitude of respiratory sinus arrythmia. To approximate the heart

rate variability observed in human data, the cardiac cycle was divided

into 200 states, and the transition time between states was generated

as an exponentially distributed random number with rate 𝜆(t) × 200.

Biophysical parameters and synaptic weights specific to the model

of human cardiorespiratory interaction can be found in Tables 3 and 4.

Thismodelwas used for simulations of regular restful breathing aswell

as SDB. In order to increase the duration of inspiration and expiration

to mimic SDB in humans, we decreased the tonic excitatory drive to

the early-I (i = 2) and post-I (i = 4) neuronal populations as well

as the amplitude of the Weiner process (values given in Tables 3

and 4). Simulations were performed using custom software written in

C++. Differential equations were solved using the stochastic Euler–

Maruyamamethodwith a step of 0.1ms.

3 RESULTS

3.1 A hallmark of HB distribution is a preferred
interval between the last HB during expiration and
the onset of inspiration in human subjects (n = 10,
males)

CVC manifests itself as partial synchronization between HBs and

respiratory oscillations, and thus, is a property of CRC. However, due

to substantial variability of respiratory phase durations, respiratory

phase-resetting due to this synchronization can be difficult to

detect and characterize. Consistent with previously used approaches

(Friedman et al., 2012; Tzeng et al., 2003), we found that the timing

of the HB occurrence relative to the onset of the closest inspiratory

period has the best defined structure compared to other metrics, for

example, HB phase within the respiratory cycle. Even though the latter

metric appears similar, due to high variability of the respiratory cycle

duration, the same time interval can result in drastically different phase

differences.

In Figure 1, the raster plot has a pronounced structure indicating

strong CVC for this individual. Each blue circles represents an HB;

the x-coordinate is the time when the HB occurred, and the y-

coordinate is the time interval between the HB and the onset of

the closest inspiratory period. Negative times indicate that the HB

occurred before the inspiratory onset and positive times correspond

to HBs that follow the closest inspiratory onset. Typical duration

of the baseline respiratory cycle is about 5 s, so the y-axis range

covers approximately ± half the cycle preceding and following each
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TABLE 4 Summary of synaptic connectivity among neuronal populations for themodel of human cardiorespiratory interaction

Pre-I/I Early-I Aug-E Post-I Ramp-I Drive

Synaptic weights a1i b2i b3i b4i a5i ci

Pre-I/I 0.1 0.1

Early-I 0.5 0.05 0.42 0.65 (0.15)

Aug-E 0.42 0.2 0.4

Post-I 0.22 0.55 (0.2)

Ramp-I 0.5 0.3 0.7 0.7 0.8

Quantities containedwithin parentheses indicate the parameter value used for simulations of slow deep breathing.

F IGURE 1 Temporal raster plot of the heartbeats relative to the
inspiratory onset. Every blue circle represents a single heartbeat
(representative data shown from one supine, male subject). The
coordinates of the circle are the occurrence times in seconds of a
heartbeat relative to the start of the recording (x-coordinate) and of
the interval between the heartbeat time and the onset of inspiration of
the closest breath (y-coordinate). Negative y-values correspond to
heartbeats occurring at the end of expiration before the inspiratory
onset and positive y-values correspond to the heartbeats occurring
after the inspiratory onset (shown by horizontal black dashed line).
Vertical dashed lines show the beginning (green) and the end (red) of
recording segments selected from the baseline, SDB and recovery
parts of the experiment.We did not analyse the transition periods
between baseline and SDB and between SDB and recovery

inspiratory onset. Specifically, the HBs immediately before and after

E-to-I phase transition tend to occur at well-defined times (horizontal

stripes of blue circles). The recording includes the three 20-min epochs

(indicated by green to red vertical lines marking the beginning and end

of each epoch, respectively): baseline (left), SDB (middle) and recovery

(right). Interestingly, it is hard to see any difference in the structure of

this plot between the threebreathing epochs.One cannotice, however,

that the circles become less dense during SDB in the middle of the plot

due to the smaller number of respiratory cycles.

We characterized this consistent CVC structure by estimating

the HB probability distribution function as a normalized number

of HBs occurring at a particular latency relative to the closest

inspiratory onset for each experimental condition and each individual.

This distribution is multimodal with each peak corresponding to a

horizontal stripe of blue circles in Figure 1. Generally, theHB closest to

0 latency defined the narrowest horizontal stripe (this peak is shown in

Figure 2). The distance between peaks reflects the average RR inter-

val of the corresponding individual. While the primary peak remains

invariant, fluctuation in HR broadened secondary peaks (see Figure 1).

Based on these observations, we theorized that the CVC interaction

is strongest between the HB closest to the inspiratory onset. In all

individuals, the primary peak of the distribution of HR was within half

a second before the inspiratory onset. Therefore, we focused on this

window for Figure 2 and for further analysis.

3.2 CVC does not depend on the breathing
pattern in human subjects

Figure 2 shows the estimated CDF (blue) as well as histograms (green)

of HB latency before next inspiratory onset for three representative

individuals during the three experimental conditions (all HBs for

the ∼20-min periods of baseline, SDB and recovery). If HBs and

respiratory oscillations did not interact, then this latency would

be distributed uniformly (Figure 2; the orange line represents the

uniform distribution). We quantified CVC as the maximal difference

between the actual CDF and a uniform distribution (the red bars

in Figure 2). To evaluate statistical significance of these differences,

we used the Kolmogorov–Smirnov statistical test that showed that

9 out of 10 individuals in our cohort had significant CVC (i.e., their

latency distributions were significantly different from uniform at

baseline). Furthermore, there was no significant difference between

latency distributions obtained in different experimental conditions for

a particular individual, meaning that SDB in a relaxed state did not

affect CVC.

Given that the difference between the actual and uniform latency

distributions was significant, we used this difference as an index of

coupling strength. Interestingly, thismeasurewas consistent across the

cohort (P = 0.123; see Figure 3a) as the standard deviation over the

group is relatively small. Thus, consistent with our observation that

the latency distribution does not depend on experimental condition for

a particular individual (P = 0.938), the group mean does not change

significantly from baseline to SDB to recovery either (Figure 3b).

The structure of the latency distribution had a common

characteristic feature: HBs were unlikely to occur during the short

period of time (∼200 ms) before inspiratory onset (Figure 2). Thus,

the maximal positive difference between the CDF and the uniform

distribution was observed right at the beginning of this period (see

x-coordinates of the red bars in Figure 2). We used the corresponding
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F IGURE 2 Distribution of heartbeats
preceding the inspiratory onset. Each panel
shows the cumulative distribution function
(CDF, blue lines) as well as the histograms
(probability density function, green bars) of the
heartbeat occurrence times relative to the
onset of the next inspiration (heartbeat
latency) for the recording segments
corresponding to baseline breathing, slow deep
breathing (SDB) and recovery in supinemale
subjects. The three rows show data for
different individuals. Orange lines are the
CDFs of the uniform probability distribution.
Red bars indicatemaximal distance between
the actual CDF and the uniformCDF. The
distributions for all 10 subjects were
statistically significantly different from
uniform distributions

(a) (b)

F IGURE 3 Themeasure of CVC strength and last heartbeat
latency before inspiration.We used themaximal difference between
the heartbeat latency cumulative distribution function and the
uniform distribution (see red bars in Figure 2) as ameasure of CVC
strength in a particular individual. (a) Group data for CVC strength
that appeared to be consistent among individuals and did not vary
significantly across the three experimental conditions. (b) The
characteristic heartbeat latency from inspiration (calculated as
x-coordinates of the red bars in Figure 2) also had similar values
(approximately 200ms) across individuals and did not change
significantly from baseline to SDB to recovery

times to estimate the characteristic latency for each individual

between the last HB and the onset of inspiration in each experimental

condition (see group data in Figure 3b). We found that this latency

was consistent across individuals and did not depend on experimental

conditions.

3.3 Pressure pulses delivered during expiration
evoke a delay in the inspiratory onset in the rodent
artificially perfused, brainstem preparation

As noted, the prevailing cardiac-trigger hypothesis is that arterial

baroreceptors mediate the interaction between HBs and the

respiratory rhythm generator. Baekey et al. (2010) correlated

arterial pressure and respiratory activity in the artificially perfused

brainstem preparation in rats (Figure 4a). Specifically, isolated and

solitary pressure pulses during the expiratory phase of the breathing

cycle enhanced post-I activity, attenuated augmenting expiratory

activity (aug-E) and delayed the onset of next inspiration (Figure 4b).

We analysed these data further (Figure 5) to quantify the response

of respiratory phase duration to baroreceptor activation. The eupnoeic

respiratory cycle consists of three phases: inspiration, post-inspiration

and late expiration (E2); during each of these phases different

populations of respiratory neurons are active. First, we confirmed that

the effect of a single pressure pulse depended on the respiratory

phase in which it was delivered. We found that pressure pulses during

inspiration had no significant effect on inspiratory phase duration

(mean ± SD hereinafter, −4.9 ± 5.1%, P = 0.055), while pulses during

post-inspiration or E2 significantly prolonged expiratory duration:

pulses deliveredduringpost-inspiration increased timeof expirationby

15.1 ± 7.8% (P < 0.001); pulses delivered during E2 phase increased

time of expiration by 18.4 ± 10.8% (P = 0.008) (Figure 5). Even though

a significant difference was not apparent between pulses during post-

I versus E2 phases, pulses during E2 phase tended to have a stronger

effect on expiratory duration, which was consistent with examples

depicted in Baekey et al. (2010).

3.4 During baroreceptor stimulation, post-I
neuron activity is increased and aug-E neuron
activity is decreased in the BötC of rodents

There are two major phenotypes of expiratory neurons. Post-I

neurons, which are active in the first part of expiration, have their
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(a) (b)

F IGURE 4 Experimental set-up of artificially perfused brainstem–spinal cord preparation in a rodent. (a) The preparation is referred to as in
situ because the brainstem, spinal cord and connectivity to peripheral mechano-, baro- and chemo-sensory and to homeostatic motor fibres remain
intact. Thus, reflex evoked responses can be recorded. (b) Traces of the physiological recordings. A pulse in the perfusion pressure (PP) can be
delivered in different phases of the respiratory cycle defined by phrenic nerve activity (PNA, blue trace). Bursts in PNA correspond to the
inspiratory phase and interburst intervals are expiratory phases. As shown in this example, when the pressure pulse occurs during expiration, it
noticeably delays the onset of the next inspiratory burst in PNA (i.e., prolongs expiration). It also causes a dip in thoracic sympathetic nerve activity
(tSNA, red trace). Neural activity is recoded extracellularly by 16-channel multielectrode array. Examples of neuronal activity traces are shown in
violet and pink. First three neurons exhibit post-inspiratory discharge pattern (pI) with stronger firing during the pressure pulse. In contrast, the
fourth neuron (aug-E) that fires at the end of expiration reduces its activity during perfusion pressure excursion. Abbreviations: ADC,
analog-digital converter; aug-E, augmenting expiratory; pI, post-inspiratory; PNA, phrenic nerve activity; PP, perfusion pressure; tSNA, thoracic
sympathetic nerve activity; VNA, vagus nerve activity

F IGURE 5 The effects of pressure pulses delivered in different
phases of the respiratory cycle on the respiratory cycle duration.We
determined the phase of pressure pulse from its peak. In the in situ
preparation, if the pressure pulse occurred in inspiration (I, n= 9), then
it had no significant effect on cycle duration. But when delivered
during first half (post-I, n= 11) or the second half of expiration (E2,
n= 9), it prolonged the expiratory phase and thus increased cycle
duration. Bars show themean and error bars the SD

maximal firing rate at the beginning of expiration and exhibit a

decrementing firing pattern during expiration. Aug-E neurons fire after

post-I neurons during expiration with an augmenting firing rate that

terminate abruptly before the subsequent inspiration (see grey traces

in Figure 6a, b, upper panels). Baekey et al. (2010) reported a pair

of simultaneously recorded post-I and aug-E during pressure pulses.

The firing of the post-I neuron increased while the aug-E neuron

decreased during the pressure pulse (see Figure 5 in Baekey et al.

(2010)). Here, we quantified this effect by calculating the percentage

difference in average firing rate of post-I and aug-E neurons between

unperturbed respiratory cycles and cycles with pressure pulses during

expiration. We also calculated the same measure for the inspiratory

neurons when the perturbation was delivered during inspiration (see

group data in Figure 6c). We found that inspiratory neurons did not

change their firing rate significantly during pressure pulses coincident

with inspiration (P = 0.95), which was consistent with no change in

inspiratory duration when pulses arrived during inspiration. However,

if the pulse occurs during expiration, post-I neurons increase their

average firing rate by 27.8 ± 11.7% (P = 0.047) and aug-E neurons

decrease their average firing rate by 39.2± 21.0% (P= 0.002). A closer

look at their firing profiles showed that post-I neurons increase their

firing right after the pressure pulse arrives (Figure 6a) and continue

firing until the pressure deviation ends, which coincides with the onset

of the next inspiration. The effect on aug-E firing is largely opposite.

These neurons reduce their firing right after the pressure pulse starts

and then gradually come back as the pressure returns to its baseline

(Figure 6b).

3.5 Mathematical modelling of baroreceptor
input to post-I neurons of the respiratory central
pattern generator explains the effects of
baro-stimulation in rodents

Baekey et al. (2010) hypothesized that the delay in inspiratory onset

induced by perfusion pressure pulses was mediated by arterial
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(a) (b) (c)

F IGURE 6 Effects of pressure pulses on firing of expiratory-modulated brainstem neurons. (a, b) Tracings from top: representative post-I
neuron (a) and aug-E neuron (b), perfusion pressure (red) and integrated PNA (black). Grey thick curve in the top panel represents the
cycle-triggered average of the firing rate of these neurons in unperturbed cycles. The pressure pulse was delivered at the timewhen the post-I
neuron (a) would cease firing andwhen the aug-E neuron (b) would be augmenting. During baroreceptor stimulation induced by the transient pulse
pressure, the firing rate of the post-I increased (a) whereas the aug-E neuron decreased its firing (b). (c) Group data summarizing the effect of
pressure pulses on the activity of neurons of different firing phenotypes (I, n= 8; post-I, n= 5; aug-E, n= 14).When the pulse was delivered during
inspiration, it had no significant effect on the average firing rate of the recorded inspiratory neurons.When the pulse was delivered during
expiration, we registered significant increases in post-I neuron activity and decreases in aug-E activity

baroreceptor input to the brainstem expiratory neurons. They

demonstrated the plausibility of this hypothesis by computational

modelling, in which second-order baroreceptor neurons in the NTS

send excitatory projections to the post-I neurons in the BötC. We

implemented the same idea in a simpler and more mathematically

tractable rate-based model of the respiratory CPG first published

by Rubin et al. (2009) and then tested by other researchers against

a large number of experimental findings (e.g., Ausborn et al., 2018;

Molkov et al., 2014; Rubin et al., 2011). Populations of neurons

of the same phenotype in this model are described in terms of

population firing rate, which is a predefined monotonous function

of average membrane potential over the population (see Methods).

Membrane potential dynamics follows conductance-based description

similar to typically used in Hodgkin–Huxley-like formalism but

with spiking currents excluded. We assumed that the conductances

of excitatory and inhibitory synaptic channels depended linearly

on the firing rates of projecting presynaptic populations with

coefficients representing synaptic weights of the corresponding

connections.

According to Smith et al. (2007), whose work was a basis for

the model by Rubin et al. (2009), the apnoeic respiratory pattern

is a result of intrinsic dynamical properties of, and synaptic inter-

actions between, neurons in preBötC and BötC of medulla oblongata

(Figure 7). PreBötCmostly contains inspiratory neurons (i.e., those that

fire during inspiration) and BötC mostly contains expiratory neurons.

There is a large population of excitatory recurrently connected

inspiratory neurons in preBötC, which is capable of endogenous

rhythm generation in isolation (Smith et al., 1991). Endogenous

bursting depends on the expression of persistent sodium current

in a subpopulation of these neurons (Koizumi & Smith, 2008). The

expiratory neurons are represented, as noted, by two mutually

inhibiting populations with post-I and aug-E discharge patterns. They

also reciprocally interact with an inhibitory population of preBötC

inspiratory neurons labelled early-I in Figure 7.

The succession of respiratory phases in the model occurs as follows

(see Smith et al. (2007) and Rubin et al. (2009) for mechanistic

F IGURE 7 Model for cardio-respiratory interactions. The
respiratory central pattern generator (CPG) is represented by
interconnected populations of neurons in Bötzinger (BötC) and
pre-Bötzinger complexes that contribute to the activity of the phrenic
premotor population (ramp-I) in the rostral ventral respiratory group
(rVRG). These neurons define the activity of the diaphragm and lung
inflation. In the absence of ramp-I activity, the lungs passively deflate.
The lung volume is decoded by pulmonary stretch receptors that send
synaptic inputs to the pump cells located within the nucleus tractus
solitarii through the vagus nerve. Pump cells excite BötC post-I
neurons, which creates a negative feedback loop for off-switching
inspiratory activity (Hering–Breuer reflex). Nucleus ambiguus
contains a population of cardiac neurons that modulate heart rate by
inhibitory inputs to the sinoatrial node. The cardiac neurons receive
inputs from respiratory populations and/or pump cells so that their
output becomes respiratorymodulated and thus serves as a
mechanism for respiratory sinus arrhythmia and blood pressure
oscillations (Traube–Hering waves) in themodel. Arterial
baroreceptors encode the blood pressure value and send this
information to the nucleus tractus solitarii second-order neurons in
the baroreflex arc. The latter project to the post-I neurons in the BötC
thus creating a beat-by-beat arterial pressure input to the respiratory
CPG underlying cardio-ventilatory coupling. Through these
mechanisms, the heartbeat can affect the timing of the next breath
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F IGURE 8 Modelling the effect of transient baroreceptor
stimulation. Traces from the top: activity of four neuronal populations
representing the respiratory CPG: pre-I/I, early-I, aug-E and post-I
(see Figure 7). Black traces represent unperturbed activity. After
inspiration ends, the post-I population activates strongly and then
adapts, gradually releasing the aug-E population from inhibition. This
post-I adaptation eventually allows the inspiratory populations
(early-I and pre-I/I) to activate. Dashed traces show the CPG activity in
the presence of a baroreceptor stimulus (bottom trace).When it
arrives centrally, the post-I population reactivates again, inhibits the
aug-E population and prevents inspiration from starting until the
baroreceptor activity wanes

and mathematical details, respectively). Post-I and early-I neuro-

nal populations form a half-centre oscillator based on their mutual

inhibition and spike-frequency adaptation properties.Due to the latter,

both have decrementing activity patterns (Figure 8). Adaptation of

post-I firing disinhibits aug-E neuron activity, which emerges at some

point of expiratory phase and then gradually increases towards the

end of expiration. In our extension of the model, we assumed that

the pressure pulse induces a baroreceptor activity profile as shown

by the bottom trace in Figure 8. This profile was used as a direct

excitatory synaptic input to the post-I population (red arrow from

NTS to post-I in Figure 7). So, for the duration of this input, the

firing rate of the post-I population was increased, which led to a

delayed transition from expiration to inspiration in that respiratory

cycle (see dashed traces in Figure 8). Besides, due to increased

post-I activity during baroreceptor activity pulse, aug-E activity was

depressed.

In summary, the model explains the delay in the inspiratory onset

after baro-stimulation as well as the changes in neuronal discharge

patterns by excitatory synaptic inputs fromNTS baroreceptor neurons

to the post-I population of the respiratory CPG. Importantly, as

long as the pulse arrives late enough in expiration, the duration

of the baroreceptor activity pulse defines the duration of the

delay.

3.6 Mathematical modelling of repetitive
baroreceptor input to post-I neurons from
HB-produced pressure pulses creates a HB
distribution similar to human data

We implemented a cardio-respiratory mathematical model that

includes several interaction mechanisms between the two systems.

The model is based on our previous work (Molkov et al., 2013,

2014) where we incorporated feedback (also known as the Hering–

Breuer reflex) from pulmonary stretch receptors to the central

respiratory neural circuits. We included a simple model of the heart

to generate HB times as a Poisson process with the rate modulated

by the respiratory activity. We engineered this modulation to produce

CRC/RSA consistent with the one we published based on the analysis

of the same experimental group (Barnett et al., 2020). We borrowed

the model of arterial pressure dynamics from the same publication,

which shows pulsatile dynamics of the pressure with slow respiratory

modulation (Traube–Heringwaves). Finally,we includeda simplemodel

of baroreceptor activity as a signal proportional to theexcessof arterial

pressure over a certain threshold and used this signal as an excitatory

input to the post-I neurons of the respiratory CPG. We used the

synaptic weight of this input as an independent parameter that defines

the CVC gain. Figure 9 shows the dynamics of the main physiological

outputs simulated by themodel in comparison with their experimental

counterparts for both baseline and SDB conditions.

In Figure 10a, we present simulation results for the HB distribution

in the same format as the human data in Figure 2. These simulations

had the same durations as experimental recordings. For all three

conditions (baseline, SDB and recovery), HB distributions exhibit a

range of latencies immediately preceding the onset of inspiration (0)

where HBs were unlikely to occur. The characteristic latency between

the last HB and the onset of inspiration (calculated in the same way

as we did for data; see above) was about 200 ms for simulations

of baseline conditions. Interestingly, the characteristic latency during

simulated SDBwas slightly longer (∼300ms).

Our model had two coupling mechanisms between respiratory and

heart rhythms, and we evaluated their individual contributions to the

CVC phenomenon in the model. First, we removed the baroreceptor

input to the post-I neurons of the respiratory CPG and repeated the

same simulations. We found that without this input the distribution

of HBs becomes statistically indistinguishable from the uniform

distribution (Figure 10b) meaning that there is no CVC. In contrast,

CVC remained after removing respiratory modulation of the heart

rate (RSA) so RSA did not affect the distribution of HBs relative to

inspiratory onset (Figure 10c).

4 DISCUSSION

The coupling of the respiratory and the cardiovascular systems

is observed in a number of physiological scenarios. One key

manifestation of such coupling is CVC in which a HB is more likely
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(a) (b)

(d)(c)

F IGURE 9 Representative data from a
subject (a, c) compared tomodel simulations
(b, d). (a, c) Traces (30 s) of tidal volume, time
stamp for ECGR-peaks and brachial
intra-arterial pressure during baseline (a) and
slow deep breathing (SDB, c). (b, d) Dynamics
of the corresponding variables in themodel
mimicking baseline (b) and SDB (d) conditions
(see text).We tuned themodel in such a way
that respiratory phase durations, HR, systolic
and diastolic pressures as well as variabilities
of all thesemetrics in both baseline and SDB
conditions matched our previously published
experimental group data (Barnett et al.,
2020).We varied the CVC gain in themodel
to determine the range in which themodel
demonstrated heartbeat distributions similar
to the experimentally observed ones
(Figure 2)

F IGURE 10 Themodel qualitatively reproduces the heartbeat latency distributions as long as baroreceptor-to-respiratory network pathway
is functional. Each panel shows the cumulative distribution function (CDF) of heartbeat latency before inspiration (blue lines) and corresponding
probability density function (PDF) histograms (green bars) in the 0.5 s time interval preceding the inspiratory onset. Orange lines depict CDFs of
uniform distributions. Red bars indicatemaximal differences between the heartbeat latency CDFs from themodel and uniform distributions. For
the first row of the plots, themodel included interactions between respiratory and cardiac systems in both directions, that is, RSA and CVC. Both
conditions, baseline and SDB in human subjects, feature a 200–300ms gap in heartbeat latency distributions. In the second row, we disrupted the
CVC by setting the NTS-to-post-I synaptic weight to 0 (see Figure 7), whichmade the heartbeat latency distribution statistically indistinguishable
from the uniform distribution (orange lines). The third rowwas constructed by removing the respiratorymodulation of NA cardiac neurons
(underlying RSA, see Figure 7) from themodel while retaining CVC, which did not have a significant effect on the distributions (compare with the
first and the third rows)
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(or unlikely) to occur during certain phases of the respiratory cycle.

The present study examines a neural mechanism by which the cardio-

vascular systemcanaffect the respiratorypattern.Usinga combination

of human data, in situ animal data and mathematical modelling, we

tested the hypothesis that systolic peak pressure activates arterial

baroreceptors and initiates CVC. This aspect of CVC is consistent

with the cardiac-trigger hypothesis. However, when triggered, the

baroreceptor afferent input through a pauci-synaptic neural pathway

to the respiratory CPG delays the onset of the inspiration by activating

the expiratory neurons. Thus, the underlying neuralmechanismofCVC

differs from that alluded to by the cardiac-trigger hypothesis in that it

delays rather than initiates a phrenic burst.

In supine resting humans, SDB strengthens the magnitude of RSA

and Traube–Hering waves (Barnett et al., 2020; Dick et al., 2014b),

but CVC remains robust and unaffected. Thus, CVC is determined

by an independent mechanism from that of RSA and Traube–Hering

waves and distinct from that of respiratory modulation of autonomic

activity. There are several key experimental observations supporting

the concept that baroreceptor responsiveness to blood pressure

fluctuations mediates CVC.

First, transient increases in blood or perfusion pressure in vivo and

in situ evoke an expiratory facilitatory reflex with the recruitment

of expiratory motor activity and an increase in the duration of

expiration (Baekey et al., 2008, 2010; Bishop, 1974). The evoked

cardio-sympatho-respiratory response depends on the respiratory

phase (Baekey et al., 2008). Thoracic sympathetic activity and HR

decreased whether the pulse was delivered in inspiration, post-

inspiration or E2 phases. The magnitude of the autonomic decreases

was respiratory phase dependentwith the least effect occurring during

inspiration, and the greatest in post-inspiration. While expiration was

not prolonged when the pulse was delivered in inspiration, it was

prolonged following pressure pulses delivered in the post-I and E2

phases. The evoked response also depended on the magnitude of the

pressure pulse. A pressure pulse as weak as 18 mmHg (or ∼25% above

the mean perfusion pressure) evoked sympatho-respiratory response,

in which sympathetic activity was inhibited and the TE was prolonged

but the decrease in HR was minimal (Baekey et al., 2008), perhaps

due to a pressure threshold-related difference in a cardiac versus non-

cardiac baroreflex circuit (Simms et al., 2007).

Second, arterial pressure pulses resulting from the HB domodulate

respiratory neuronal activity. Our previous studies in cats indicate that

pulse pressure modulated expiratory activity recorded from isolated

single brainstem neurons (Dick & Morris, 2004; Dick et al., 2005).

Thus, the same neuron can express respiratory and pulse modulated

activity. Once we realized this, it became an issue of identifying if this

was simply a cardio-sympathetic control neuronexpressing respiratory

modulation or a respiratory neuron being baro-modulated. To resolve

this, we characterized the axonal projection of the recorded neurons

and identified recurrent laryngeal motoneurons and excitatory pre-

motor inputs to the recurrent laryngeal motoneuronal pool (Dick et al.,

2005). In these subgroups, we found that expiratory activity was pre-

ferentially affected by baroreceptor inputs and that activity could be

facilitated or inhibited following a HB.

Third, breathing pattern variability depends on baroreceptor

input. We (Dick et al., 2014a) and others (Galletly & Larsen, 1999)

have noted that baroreceptor input increases ventilatory variability.

In our study in anaesthetized rats, variability of the respiratory

frequency differed depending on whether the rodents had been

conditioned to either chronic intermittent or sustained hypoxia

(Dick et al., 2014a). After chronic intermittent hypoxic conditioning,

CRC was strong and had minimal respiratory frequency variability,

whereas after chronic sustained hypoxic conditioning, CRC was

weak and respiratory frequency variability greater. Surprisingly,

this high respiratory frequency variability depended on the aortic

depressor and carotid sinus nerves being intact (Dick et al., 2014a).

In anaesthetized humans, four types of coupling patterns occurred.

Variability in respiratory frequency was lowest when the HB had a

consistent number of beats, generally 3 or 4 beats, per breath. In

contrast, coupling patterns in which the number of beats per breath

varied resulted in a variable respiratory frequency. The respiratory

cycle duration would transition or oscillate and maintain an integer

relationship for HBs per breath (Galletly & Larsen, 1999).

The pontine nuclei are essential for the expression of post-

inspiration and CRC (Farmer et al., 2016; Smith et al., 2007). Pontine

transection removed respiratory modulation of the heart rate and

respiratory modulation in the activity of the sympathetic nerve, and

in transection experiments, baroreceptor stimulation failed to delay

the onset of the next inspiration (Baekey et al., 2008). Previously, we

investigated this scenario in a computational model of baroreceptor

activation in the rat (Baekeyet al., 2010). Since thepons is necessary for

the respiratory response to baroreceptor activation, we predict that

it is critical for the respiratory response to pulsatile changes in blood

pressure as is implicated in CVC.

4.1 Limitations and future directions

Tonic arterial baroreflex afferent activity is modified acutely

throughout the cardiac cycle andHB toHB. The arterial baroreceptors

are most active during the rising phase of arterial pressure with each

HB and their activity is dynamic in relation to blood pressure. The

change in arterial pressure is a key determinant of tonic activity in the

baroreceptor neurons. The rate of pressure change, the duration of

the pulse, prolonged changes in pressure and baroreceptor adaptation

are all related to changing central baroreflex afferent input. Therefore,

it is essential that we consider that a longer pressure pulse (such as

delivered in the in situ experiments in this paper) or an overall shift

in mean blood pressure during exercise or hypertension in humans

may indeed reveal different results from the transient baro-activation

over the course of the systolic phase of a single cardiac cycle. This is

a recognized limitation of the study and supports additional studies

to explore differences, if any, resulting from the use of the baroreflex

activation pattern with the width of a single cardiac cycle versus

a longer period of activation. For example, the use of lower body

positive pressure is a longer baroreflex challenge than is brief neck

pressure. Therefore, interpretation of those studies as it pertains to
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the relationship between baroreflex and ventilatory control should

consider the nature of the afferent input under different pressure

profiles. Also studies in humans that involve a sustained increase

in arterial pressure or baroreflex gain resetting – such as intense

exercise or studies in hypertensive patients –would be useful to better

characterize CVC.

A phenomenon that inspired this study was CVC, manifested by

a well-defined latency between the last HB during expiration and

the inspiratory onset (Figure 1). This latency did not depend on

experimental conditions, that is, normal versus SDB, although the

participants were relaxed and calm in both conditions (Figure 3). In our

simulations we observed that the latency increased as we reduced the

frequency in the model to mimic SDB. We simulated SDB by reducing

excitatory drive to key respiratory populations thus decreasing their

excitability. We theorize that the stereotypic latency between the last

HB and inspiratory phase is caused by the transient baroreceptor

input to expiratory neurons and that the profile of this input is

dictated by the arterial pressure, which gradually relaxes between

HBs. The increased latency for the expiratory-to-inspiratory transition

occurs in the model due to reduced excitability of simulated neuro-

nal populations while the strength of the external baroreceptor input

remained the same. Therefore, the expiratory-to-inspiratory transition

required the simulatedbloodpressure to fall to lower levels duringSDB

compared to normal breathing. This, however, implies a specific control

mechanism that participants employ to implement SDB pattern.

Experimentally, the latency between the lastHB and inspirationwas

invariant during normal and SDB suggesting that our mathematical

implementation of breathing control had flaws. In this study, we

focused on a coupling mechanism between cardiovascular and

respiratory systems and used a popular model for respiratory rhythm

generation. It would be interesting in the future, however, to explore

whether other respiratory control mechanisms are compatible with

the latency invariance above.

4.2 Conclusion

Using a combination of animal data, human data and mathematical

modelling, we explored the underlying mechanisms of CVC. We

hypothesized that the HB-derived pressure pulses entrained the

respiratory pattern via baroreceptor-mediated modulation of the

initiation of inspiration. As each HB triggers blood pressure pulses and

baroreceptor activation, a neural pathway that inhibits an inspiration

is activated thus affecting the timing of the inspiration onset. If

correct, it would be likely that the latency between a HB directly

preceding inspiration and the inspiratory onset would depend on

the duration of baroreceptor activity pulse and the transmission

time to the ventral respiratory column. This hypothesis was further

tested by using an SDB protocol in human subjects to probe if

breathing can alter the linkage of HB to inspiration, and using an

in situ brainstem–heart rodent model preparation in which pressure

pulses can be introduced during different phases of respiration to test

how the timing of the next inspiration is affected when the timing

of baroreflex input to the brainstem is changed. We conclude that

baroreflex activation modulates inspiration timing through a pauci-

synaptic circuit from the baroreceptors to the ventral medullary

respiratory column. Specifically, a transient pressure pulse during

expiration increased post-I neuronal activity, decreased aug-E activity

transiently and delayed the next inspiration. The model supported the

notion that baroreceptor input to post-I neurons accounted for CVC.

In summary, the key findings of this study are the following. (1)

In the human subjects, there was a stereotypical latency (∼200 ms)

from the last HB during expiration to the onset of inspiration in

both involuntary and voluntary breathing. The latency was unaltered

during SDB. (2) In the rodent preparation, triggering of baroreflex

input via an experimental pressure pulse during expiration resulted

in a delay in the onset of the next inspiration. (3) During in situ

baroreceptor stimulation, activity of the post-I neurons is increased

and aug-E activity is decreased in BötC. Finally, (4) the model shows

that baroreceptor input to post-I neurons of the respiratory CPG may

be responsible for the effect while RSA has no influence on CVC.

Taken together, the data support the hypothesis that the HB, by way

of pulsatile baroreflex activation, controls the initiation of inspiration.

This occurs through a rapid neural activation loop from the carotid

baroreceptors to BötC expiratory neurons and the phrenic nerve in

only a few synapses.
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