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#### Abstract

This paper presents a novel variational model for inverse consistent deformable image registration. This model deforms the source and target image simultaneously, and aligns the deformed source and deformed target images in the way that the both transformations are inverse consistent. The model does not computes the inverse transforms explicitly, alternatively it finds two more deformation fields satisfying the invertibility constraints. Moreover, to improve the robustness of the model to noises and the choice of parameters, the dissimilarity measure is derived from the likelihood estimation of the residue image. The proposed model is formulated as an energy minimization problem, which involves the regularization for four deformation fields, the dissimilarity measure of the deformed source and deformed target images, and the invertibility constraints. The experimental results on clinical data indicate the efficiency of the proposed method, and improvements in robustness, accuracy and inverse consistency.


## 1 Introduction

Image registration is a very important subject and has been widely applied in medical research and clinic applications. The task of image registration is to find a transformation field that relates points in the source image to their corresponding points in the target image. Deformable image registration allows localized transformations, and is able to account for internal organ deformations. Therefore, it has been increasingly used in health care to assist diagnosis and treatments. In particular, deformable image registration has become a critical technique for image guided radiation therapy. It allows more precise tumor targeting and normal tissue preservation. A comprehensive review for image registration in radiation therapy can be found in [1].

A deformable image registration is called inverse consistent, if the correspondence between two images is invariant to the order of choice of source and target. More precisely, let $S$ and $T$ be the source and target images, and $h$ and $g$ be the forward and backward transformations, respectively, i.e. $S \circ h=T$ and $T \circ g=S$, then an inverse consistent registration satisfies $h \circ g=i d$ and $g \circ h=i d$, where $i d$ is the identity map. By applying an inverse consistent registration, measurements or segmentations from one image can be precisely transferred to the other. In imaging guided radiation therapy, the inverse consistent deformable registration technique provides the voxel-to-voxel mapping between the reference phase
and the test phase in four-dimensional (4D) radiotherapy [2]. This technique is referred to as "automatic re-contouring".

Inverse consistent deformable image registration has been an active subject of study in the literature. There have been a group of work that developed various of models in the context of large deformation by diffeomorphic metric mapping, e.g. [3/4/516]. The main idea of this method is modeling the forward and backward transformations as a one-parameter diffeomorphism group. Then, a geodesic path connecting two images is obtained by minimizing an energy functional symmetric to the forward and backward transformations.

Variational method is one of the popular approaches. This method minimizes the energy functional(s) symmetric to the forward and backward transforms, and in general, consists of three parts: regularization of deformation fields, dissimilarity measure on the target and deformed source image, and penalty of inverse inconsistency [7|8|9|10]. In [7], Christensen and Johnson proposed to minimize the following coupled energy functionals with respect to $h$ and $g$ alternatively:

$$
\left\{\begin{array}{l}
E(h)=E_{1}+\rho\left\|h-g^{-1}\right\|_{L^{2}(\Omega)}^{2}  \tag{1}\\
E(g)=E_{2}+\rho\left\|g-h^{-1}\right\|_{L^{2}(\Omega)}^{2}
\end{array}\right.
$$

where $E_{1}=\lambda E_{s}(S \circ h, T)+E_{r}(u), E_{2}=\lambda E_{s}(T \circ g, S)+E_{r}(v), h(x)=x+u(x)$ and $g(x)=x+v(x)$. The dissimilarity $E_{s}$ is defined as $E_{s}(S \circ h, T)=\|S \circ h-T\|_{L^{2}(\Omega)}^{2}$, and the regularity of deformation field $u$ is defined as $E_{r}(u)=\| a \Delta u+b \nabla(\operatorname{div} u)-$ $c u \|_{L^{2}(\Omega)}^{2}$ where $a, b, c>0$ are constants. The last term in both energy functionals in (11) enforces the transforms $h$ and $g$ to be inverse to each other. This model solves a system of two evolution equations associated with their Euler-Lagrange (EL) equations iteratively, and gives considerably good results with parameters chosen carefully. However, it needs to compute the inverse mappings $g^{-1}$ and $h^{-1}$ explicitly in each iteration. This may cause accumulative numerical error in the estimation of inverses and is computationally intensive.

The variational models developed in [8] and [10] have the same framework as in [7] with different representations of $E_{s}, E_{r}$, and inverse consistent constraints. In both of work the terms $\|h \circ g(x)-x\|_{L^{2}(\Omega)}^{2}$ and $\|g \circ h(x)-x\|_{L^{2}(\Omega)}^{2}$ are used in the energy functional to enforce the inverse consistency. By using these terms the explicit computation of the inverse transforms of $h$ and $g$ can be avoided during the process of finding optimal forward and backward transformations. The similarity measure in [10] is the mutual information for multi-modal image registration. The $E_{s}(S \circ h, T)$ in [8] is $\|S \circ h-T\|_{L^{2}(\Omega)}^{2} / \max |D T|$. The regularization term $E_{r}(u)$ in [10] is a function of $D u$, and that in [8] is a tensor based smoothing which is designed to prevent the transformation fields from being smoothed across the boundaries of features. In [11|12] the proposed models incorporated stochastic errors in the inverse consistent constraints for both forward and backward transformations.

In 13, Leow et al. proposed an approach that updates the forward and backward transformations simultaneously by a force that reduces the energies $E_{1}$ and $E_{2}$ in (11) and preserves the inverse consistency. However, it only takes linear order terms in the Taylor expression to approximate the inverse consistency and
hence the truncating errors can be accumulated and exaggerated during iterations. This results in large inverse consistent error, despite that it can produce a good matching quickly [14].

In this paper we propose a novel variational model to improve the accuracy, robustness and efficiency of inverse consistent deformable registration. The current framework of variational method finds the forward and backward transformations that deform a source image $S$ to match a target image $T$ and vice versa. In this work, we propose to deform $S$ and $T$ simultaneously, and the registration matches the deformed source and deformed target images. Since the disparity between deformed $S$ and deformed $T$ is smaller than that between deformed $S$ and fixed $T$ or deformed $T$ and fixed $S$. Therefore, the deformation by the bidirectional simultaneous deformations is in general smaller than the deformation by unidirectional deformation that deforms $S$ full way to $T$ or $T$ full way to $S$. Therefore, as shown in our experimental results deforming $S$ and $T$ simultaneously leads to a faster and better alignment than deforming $S$ to the fixed $T$ or vice versa. Let $u$ and $\tilde{u}$ represent the deformation fields such that $S(x+u)$ matches $T(x+\tilde{u})$. It is not difficult to verify that if $u$ and $\tilde{u}$ are invertible, then the registrations from $S$ to $T$, and $T$ to $S$ are inverse consistent. To avoid the direct computation of the inverse transformations of $x+u(x)$ and $x+\tilde{u}(x)$, our model seeks for two additional deformation fields $v, \tilde{v}$ such that $x+u(x)$ and $x+v(x)$ are inverse to each other, and the same for $x+\tilde{u}(x)$ and $x+\tilde{v}(x)$. Moreover, the registration process enforces certain regularity for these four deformation fields, and aligns the deformed $S$ and deformed $T$. Then, the optimal inverse consistent transformations from $S$ to $T$, and $T$ to $S$ can be obtained simply by appropriate compositions of these four transformations. Although the idea of deforming $S$ and $T$ simultaneously has been applied in the models where the forward and backward transformations as a one-parameter diffeomorphism group [5], our approach is different from the aspect that our model finds regularized invertible deformation fields rather than a one-parameter diffeomorphism group in [5, which brings expensive computational cost, and hence limits its application in clinic. Moreover, our model allows parallel computations for all the deformation fields to significantly reduce the computational time.

Furthermore, to improve the robustness of the model to noises and the choice of the parameter $\lambda$ (11) in that balances the goodness of matching and smoothness of the deformation fields, we adopt the maximum likelihood estimation (MLE). This results in a self-adjustable weighting factor that makes the choice of $\lambda$ more flexible, and also speeds up the convergence to the optimal deformation fields.

## 2 Proposed Method

For simplicity we suppose both the source image $S$ and target image $T$ are defined on $\Omega \subset \mathbb{R}^{2}$, and let $\|\cdot\|$ denote the $L^{2}$ norm hereafter.

In this paper, we propose to deform $S$ and $T$ simultaneously, and align the deformed $S$ and deformed $T$. This means that ideally we pursuit for a pair of half-way transformations $\phi, \tilde{\phi}: \Omega \rightarrow \Omega$ such that $S \circ \phi=T \circ \tilde{\phi}$. To ensure
the transformations from $S$ to $T$ and $T$ to $S$ are inverse consistent, $\phi$ and $\tilde{\phi}$ are required to be invertible. To avoid direct computation of the inverses of $\phi$ and $\tilde{\phi}$ during iterations, we enforce the invertibility of $\phi$ and $\tilde{\phi}$ by seeking for $\psi, \tilde{\psi}: \Omega \rightarrow \Omega$, such that

$$
\begin{equation*}
\psi \circ \phi=i d, \phi \circ \psi=i d, \text { and } \tilde{\psi} \circ \tilde{\phi}=i d, \tilde{\phi} \circ \tilde{\psi}=i d . \tag{2}
\end{equation*}
$$

Then, once $\psi$ and $\tilde{\psi}$ are obtained, we can construct the objective full-way transformations $h$ and $g$ that deform $S$ to $T$ and $T$ to $S$ using $h=\phi \circ \tilde{\psi}$ and $g=\tilde{\phi} \circ \psi$. From (2), it is clear that $h$ and $g$ also satisfy the inverse consistent constraints $h \circ g=g \circ h=i d$. Let the functions $u, \tilde{u}, v$ and $\tilde{v}$ represent the corresponding deformation fields of the transformations $\phi, \tilde{\phi}, \psi$ and $\tilde{\psi}$, respectively, i.e.

$$
\begin{equation*}
\phi(x)=x+u(x), \tilde{\phi}(x)=x+\tilde{u}(x), \psi(x)=x+v(x), \tilde{\psi}(x)=x+\tilde{v}(x) \tag{3}
\end{equation*}
$$

Then, the constraints (2) can be rewritten as

$$
\begin{equation*}
u+v(x+u)=v+u(x+v)=0, \tilde{u}+\tilde{v}(x+\tilde{u})=\tilde{v}+\tilde{u}(x+\tilde{v})=0 \tag{4}
\end{equation*}
$$

Moreover, to improve the robustness of the algorithm, we use the negative log-likelihood of the residual image as a measure of mismatching. Consider pixel intensities of the residue image $W:=S \circ \phi-T \circ \tilde{\phi}$ as independent samples drawn from a Gaussian distribution of zero mean and to be optimized variance $\sigma^{2}$. Then we define the negative log-likelihood as the fitting term $F$ :

$$
\begin{equation*}
F(u, \tilde{u}, \sigma):=\|S(x+u)-T(x+\tilde{u})\|^{2} / 2 \sigma^{2}+|\Omega| \log \sigma . \tag{5}
\end{equation*}
$$

The advantages of using MLE over the Sum of Squared Distance (SSD) as the fitting term will be shown later in this section and in the experimental results.

Now we propose our model as the following minimization problem:

$$
\begin{equation*}
\min _{u, \tilde{u}, v, \tilde{v} ; \sigma} R(u, \tilde{u}, v, \tilde{v})+\lambda F(u, \tilde{u}, \sigma), \quad \text { s.t. condition (4) holds, } \tag{6}
\end{equation*}
$$

where $R$ is the regularization of the deformation fields $(u, \tilde{u}, v, \tilde{v})$ defined by

$$
\begin{equation*}
R(u, \tilde{u}, v, \tilde{v}):=\|D u\|^{2}+\|D \tilde{u}\|^{2}+\|D v\|^{2}+\|D \tilde{v}\|^{2} . \tag{7}
\end{equation*}
$$

By using (3), it is easy to see that the final full-way forward and backward deformation fields $\bar{u}$ and $\bar{v}$ can be obtained by

$$
\begin{equation*}
\bar{u}=\tilde{v}+u(x+\tilde{v}) \quad \text { and } \quad \bar{v}=v+\tilde{u}(x+v) \tag{8}
\end{equation*}
$$

respectively. Also, the inverse consistency of $h$ and $g$ can be preserved and $\bar{u}+$ $\bar{v}(x+\bar{u})=\bar{v}+\bar{u}(x+\bar{v})=0$, which can be derived from (41).

The term $F(u, \tilde{u}, \sigma)$ in (6) is from the negative log-likelihood of the residue image as in (5). Minimizing this term forces the mean intensity of the residue image to be zero, and allows it having a variance to accommodate certain variability. This makes the model more robust to noise and artifacts, and less sensitive to
the choice of the parameter $\lambda$ than the model with the SSD. The parameter $\lambda$ balances the smoothness of deformation fields and goodness of alignments, and affects the registration result greatly. In the proposed model, the ratio of the SSD of the residue image over the smoothing terms is $\lambda / 2 \sigma^{2}$ rather than a prescribed $\lambda$. Since $\sigma$ is to be optimized, and from its EL equation $\sigma$ is the standard deviation of the residue image., it updates the weight on the matching term during iterations. When the alignment gets better, the $\sigma$, i.e. the standard deviation of the residue as shown in (11), decreases, and hence the weight on the matching term automatically increases. This self-adjustable feature of the weight not only enhances the accuracy of alignment, but also makes the choice of $\lambda$ flexible, and results in a fast convergence.

To solve problem (6), we convert the constraints to classical quadratic penalties in the energy functional, and obtain an unconstrained minimization problem

$$
\begin{equation*}
\min _{u, \tilde{u}, v, \tilde{v} ; \sigma} R(u, \tilde{u}, v, \tilde{v})+\lambda F(u, \tilde{u}, \sigma)+\mu(\mathcal{I}(u, v)+\mathcal{I}(\tilde{u}, \tilde{v})) \tag{9}
\end{equation*}
$$

where $\mathcal{I}(u, v)=\mathcal{I}_{v}(u)+\mathcal{I}_{u}(v), \mathcal{I}_{v}(u)=\|u+v(x+u)\|^{2}$ and $\mathcal{I}_{u}(v)=\| v+u(x+$ $v) \|^{2}$. Similarly, we have $\mathcal{I}(\tilde{u}, \tilde{v})$. With sufficiently large $\mu$, solving (9) gives an approximation to the solution of (6).

## 3 Numerical Scheme and Experimental Results

Since the compositions in the invertible constraints $\mathcal{I}_{u}(v)$ and $\mathcal{I}_{v}(u)$ bring in a difficulty to get explicit form of the EL equations for the deformation fields and their inverses, we solve the following two coupled minimization problems alternately instead of solving (9) directly:

$$
\left\{\begin{array}{l}
\min _{u, \tilde{u}} E_{v, \tilde{v}}(u, \tilde{u})=\|D u\|^{2}+\|D \tilde{u}\|^{2}+\lambda F(u, \tilde{u}, \sigma)+\mu\left(\mathcal{I}_{v}(u)+\mathcal{I}_{\tilde{v}}(\tilde{u})\right)  \tag{10}\\
\min _{v, \tilde{v}} E_{u, \tilde{u}}(v, \tilde{v})=\|D v\|^{2}+\|D \tilde{v}\|^{2}+\mu\left(\mathcal{I}_{u}(v)+\mathcal{I}_{\tilde{u}}(\tilde{v})\right)
\end{array}\right.
$$

whose EL equations can be computed in a straight forward manner. Also, the first variation of $\sigma$ gives

$$
\begin{equation*}
\sigma=\|S(x+u)-T(x+\tilde{u})\| /|\Omega|^{1 / 2} \tag{11}
\end{equation*}
$$

It is important to point out that, in each iteration, the computations of $u, \tilde{u}, v, \tilde{v}$ can be carried out in parallel. To measure the accuracy of matching, we use the correlation coefficients $(C C)$ between the target and deformed source images. Then, for fixed $\mu$, our iterative process is terminated when the mean of $C C(S(x+$ $\bar{u}), T)$ and $C C(T(x+\bar{v}), S)$ converges, and we can obtain $(u, \tilde{u}, v, \tilde{v})$ and hence $\bar{u}$ and $\bar{v}$ by (8). If the maximum inverse consistency error (ICE) $\delta_{c}$, defined by

$$
\begin{equation*}
\delta_{c}=\max \{|\bar{u}+\bar{v}(x+\bar{u})|,|\bar{v}+\bar{u}(x+\bar{v})| \mid x \in \Omega\} \tag{12}
\end{equation*}
$$

is large, one can gradually increase the parameter $\mu$ in (9) and use the previous $(u, \tilde{u}, v, \tilde{v})$ as a warm start. Then the whole computation can be stopped once


Fig. 1. Inverse consistent registration result by proposed model (9) on the prostate data, (c) and (d) are the deformed $T$ and deformed $S$ respectively
$\delta_{c}$ is less than a prescribed tolerance $\epsilon$. In our experiments, we set $\epsilon=.5$, in which case the maximum ICE $\delta_{c}$ would be less than half of the grid size between two concatenate pixels/voxels and hence the invertibility is exactly satisfied with respect to the original resolution of the images.

We first test the accuracy of registration and auto re-contouring of the proposed algorithm on a clinical data set of 100 2D-prostate MR images. Each image, called a phase, is a 2D image of dimension $288 \times 192$ that focuses on prostate area. The first phase is used as a source image $S$, as shown in Fig 1 a The boundaries of the regions of interests (ROI) in $S$ are delineated by contours and superimposed by medical experts, as enlarged and shown in Fig. 2d. The rest 99 phases are considered as target images. In this experiment we applied the proposed model (9) with parameters $(\lambda, \mu)$ set as $(.05, .2)$. For demonstration we only show the results using the 21st phase as $T$, as shown in Fig. 1b, The deformed $T$ and deformed $S$ are shown in Fig. 10 and 1d. The errors after the alignment $|S(x+\bar{u})-T|$ and $|S-T(x+\bar{v})|$ in the squared area (as shown in Fig. (1a) are displayed in Fig. 2a and 2c, respectively. With comparison to the original error $|S-T|$ in Fig. 2b, we can see the errors after alignment are significantly reduced. This indicates that the proposed registration model (9) is highly accurate in matching two images. The final optimal forward and backward deformation fields $\bar{u}$ and $\bar{v}$ are displayed by applying them to a domain of regular grids, shown as Fig. 3a and 3b, respectively. Furthermore, to validate the wellpreserved inverse consistency by model (19) we applied $\bar{u}+\bar{v}(x+\bar{u})$ on a domain of regular grids, and the resulting grids are plotted in Fig. 3c, The resulting grids by $\bar{v}+\bar{u}(x+\bar{v})$ has the same pattern so we omitted it here. From Fig. 3c, we can see that the resulting grids are the same as the original regular grids. This indicates that the inverse consistent constraints $\bar{u}+\bar{v}(x+\bar{u})=\bar{v}+\bar{u}(x+\bar{v})=0$ are almost exactly satisfied. We also computed the maximum ICE $\delta_{c}$ using $\bar{u}, \bar{v}$ and (12), which is . 46 of a pixel. The mean ICE $(\|\bar{u}+\bar{v}(x+\bar{u})\|+\|\bar{v}+\bar{u}(x+\bar{v})\|) / 2|\Omega|$


Fig. 2. Results of model (9) applied to $S$ and $T$ in the squared area shown in Fig. 1 a Contours in (e) are obtained by deforming the contours in (d) using $\bar{u}$.


Fig. 3. Deformation fields applied to regular grids
versus the number of iterations are plotted on the right of Fig. 3, which shows the inverse consistency is preserved in the registration.

One of the applications of this algorithm is auto re-contouring, that deforms the expert's contours from a planning image to new images during the course of radiation therapy. In this experiment, we had expert's contours superimposed in the square area of the source image $S$ as shown in Fig. 2d. Then by applying the deformation field $\bar{u}$ on these contours we get the deformed contours on the target image $T$ as shown in Fig. 2e. The accuracy in auto re-contouring is evident.

The second experiment was aimed to test the effectiveness of the proposed model (9) in registering 3D images. We applied this model to a pair of 3D brain MR images of dimension $128 \times 128 \times 73$ taken from two different subjects. The parameters $(\lambda, \mu)$ were set to be $(.05, .1)$. The registration is performed in 3 D , but for demonstration, we only show the corresponding sagittal ( $x y$ plane with $z=53$ ), coronal ( $y z$ plane with $x=47$ ) and axial ( $z x$ plane with $y=97$ ) slices as in the top, middle and bottom rows of Fig. 4, where the columns in Fig. 4a and 4b show the corresponding slices of $S$ and $T$, respectively, and columns in Fig. 4c and 4d deformed $T$ and deformed $S$, i.e. $\bar{T}:=T(x+\bar{v})$ and $\bar{S}:=S(x+\bar{u})$, respectively. Columns in Fig. 4e, 4f and 4g are $|S-T|$, $|S(x+\bar{u})-T|$ and $|S-T(x+\bar{v})|$, respectively. The initial $C C(S, T)=.736$, and $C C(\bar{S}, T)$ and $C C(\bar{T}, S)$ reach .946 and .941 after 200 iterations, and the mean of inverse consistency errors is .027 . The results show the high accuracy and well preserved inverse consistency obtained by using proposed model (9).


Fig. 4. Registration result of proposed model (9) applied to 3D brain MR image. The results of slices $z=53, x=47$ and $y=97$ are plotted on the top, middle and bottom rows, respectively. Here $\bar{T}:=T(x+\bar{v})$ and $\bar{S}:=S(x+\bar{u})$.

The third experiment was aimed to compare the efficiency of model (9) with the conventional full-way inverse consistent deformable registration model:

$$
\begin{equation*}
\min _{u, v, \sigma_{u}, \sigma_{v}}\|D u\|^{2}+\|D v\|^{2}+\lambda J\left(u, v, \sigma_{u}, \sigma_{v}\right)+\mu\left(\mathcal{I}_{v}(u)+\mathcal{I}_{u}(v)\right) \tag{13}
\end{equation*}
$$

where $u$ and $v$ are forward and backward deformation fields, respectively, and the term $J$ is defined by $J\left(u, v, \sigma_{u}, \sigma_{v}\right)=\|S(x+u)-T\|^{2} / 2 \sigma_{u}^{2}+\| T(x+v)-$ $S \|^{2} / 2 \sigma_{v}^{2}+|\Omega| \log \sigma_{v} \sigma_{v}$. The comparison was made on the efficiency and accuracy of matching, as well as the ability of preserving inverse consistency. In this experiment we applied models (13) and (19) to the images in the first experiment shown in Fig. 1 with parameters $(\lambda, \mu)$ in both models set to be $(.05, .2)$. On the left Fig. 5, we plotted the $C C$ obtained by model (13) and proposed model (9) at each iteration. It can be observed that the $C C$ obtained by model (9) is higher and increases faster than that by model (13). This demonstrates that proposed model (9) is more efficient than the conventional full-way model. The reason is that the disparity between both deformed $S$ and deformed $T$ must be smaller than that between deformed $S$ and fixed $T$ or deformed $T$ and fixed $S$. When $S$ and $T$ are deformed simultaneously, the two deformation fields $u$ and $\tilde{u}$ are not necessarily to be large even if the underlying deformation field is large, which usually makes it difficult for the full-way based registration model to reach a satisfactory alignment in reasonable time.

The last experiment was aimed to test the robustness of the model to noises and the choice of the parameter $\lambda$ with the use of MLE based disparity measure (5). The images $S$ and $T$ in Fig. [1 with additive Gaussian noises (using Matlab function imnoise with standard deviation being $3 \%$ of largest intensity value of $S$ ) were used in this experiment. The $C C$ between $S$ and $T$ before registration was $C C(S, T)=.901$. We applied model (9) to the noisy data with $\sigma$ updated using its EL equation (11), as well as $\sigma$ fixed to be 1 , which is equivalent to using SSD as similarity measure. We proceeded the registration with various values of $\lambda$, but kept other parameters unchanged. Then the numbers of iterations (Iter) for convergence and the final $C C$ were recorded and shown in Table 1 One can


Fig. 5. Left: $C C$ in each iteration obtained by full-way model (13) and proposed model (9). Right: Mean of inverse consistent errors (ICE) of the final deformation fields obtained by using full-way model (13) and proposed model (9).
see that while $\lambda$ decreases, the accuracy of model (9) using fixed $\sigma$ reduces as the final $C C$ become much smaller, and it also takes significantly longer time for the algorithm to converge. On the other hand, with $\sigma$ being updated (whose computational cost is extremely cheap) model (9) can obtain good matching in much less iterations for a large range of $\lambda$. This shows that model with MLE fitting is much less sensitive to noise and the choice of $\lambda$, and can achieve fast and accurate results compared with the model using SSD as the disparity measure.

Table 1. Number of iterations used for convergence and the final $C C$ obtained by proposed model (9) with $\sigma$ updated/fixed. For a large range of $\lambda$, updating $\sigma$ in each iteration consistently leads to faster convergence and higher accuracy.

|  | Update $\sigma$ |  | Fix $\sigma$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | $C C$ | Iter | $C C$ | Iter |
| 1 e 2 | .962 | 48 | .955 | 89 |
| 1 e 1 | .962 | 97 | .946 | 420 |
| 1 e 0 | .960 | 356 | .933 | 1762 |

## 4 Conclusion

In this work, we proposed a novel registration model that is featured at finding two invertible transformations that deform the source and target image simultaneously, and the registration process aligns both of the deformed source and deformed target images. From the theoretical analysis and experimental results, one can see the proposed model produces a fast convergence of the objective deformation field as well as provides a better correspondence for the ROIs in source and target images. This makes the auto re-contouring results with data involved in the course of radiation therapy much more accurate and efficient.
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