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Let Xq,..., X, berandom variables (may notbeiid)and Y = u(X1,...,Xn)
where v is a given function.

Question: what is the probability distribution/density of Y'?
Three typical techniques:

e Probability distribution function technique.
e Transformation technique.

e Moment generating function technique.
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Probability distribution function technique
If X1,..., X, are continuous RVs, then the probability distribution function of
Y is
G(y) =P(Y <y) =P(u(Xy,..., Xn) <y)
and the probability density function of Y is

9(y) = G'(y).
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Example. If the pdf of X is

6zx(l —x), fO0<x<l,
flz) = .
0, otherwise.

Find the probability density function of Y = X3.

Solution. Note that X € [0,1],s0 Y € [0, 1]. Denote G(y) the distribution
function of Y, then for any y € [0, 1], we have

G(y) =P(Y <y) =P(X><y) =P(X <y'/3)
y1/3
:/O 6x(l —x)dr = 3y2/3—2y.
Therefore, the pdf of Y is

9(v) =G'(y) = 2y71/° -2
fory € [0,1]. fy < Oory > 1, then g(y) = 0.
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Example. Let X be a random variable with pdf f(x) and Y = | X|. Show that
the pdf of Y is

0, otherwise.

) fly) + f(—=y), ity>0,
g(y) =

Proof. For y > 0, we have
G(y) =P(Y <y)=P(|X|<y) =P(-y < X < y)
=P(X <y)-P(X < —y)
= F(y) — F(—y).
Sog(y) =G (y) = f(y) + f(—y).
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Example. Use the previous result to find the pdf of Y = | X | where X is the
standard normal RV.

Solution. Let n(x; 0, 1) denote the pdf of X, i.e.,

1 —332/2'

e
\ 21

n(x;0,1) =

Then

g(y) =n(y;0,1) + n(—y;0,1) = 2n(y;0,1) = %e—?ﬂ/%
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Example. Suppose the joint pdf of (X1, X») is

6e 3717272 jf 11 25 > O,
0, otherwise.

flx1,20) = {

Find the pdf of Y = X7 + Xb.

Solution. We notice that Y > 0. Furthermore,

Gly) =P(Y <y) =P+ Xp < y) = [ 77 6e737172%2 gy da,
=...=142e 3 _ 37,
Hence
g(y) = G'(y) = =673V + 6e =Y
fory > 0. If y < 0, then g(y) = 0.
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Remark. For each y > 0, the value of G(v) is the integral of f(x1,x>) over
the triangle (intersection of the shaded area and the first quadrant).

X2

X1+t x=y

X1
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Transformation technique: one variable case

We first consider the discrete case where v is one-to-one.
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Example. Let X be the number of heads by tossing a fair coin for 4 times.
Then the pmf f of X is

z |0 1 2 3 4

1 4 6 4 1
f(m)‘ 16 16 16 16 16

Find the pmf g of ¥ = 1.

Solution. Since u(x) = 1—_}_33 IS one-to-one (because wu is strictly monotone)
for x > 0, we have

1 1 1 1
y |1 5 3 7 %
4 6 4 1

g(y)‘ 16 16 16 16 16

Remark. Notice that f(z) = 1—16@) we have g(y) = %(ﬁl).
Yy
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Now we consider the discrete case where w is not one-to-one.

Example. Let X be the same as above and Z = (X — 2)2. Then

T 01 2 3 4
z=(x—-2)%2[4 1 0 1 4

So we know the pmf h of Z is

hO) = f(2) = -
h(D) = F(D) + f(3) =

h(4) = F0) + f(4) = =
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We consider the continuous RV case where w is strictly monotone (increasing
or decreasing) in supp(f).

Theorem. Let X be continuous with pdf f(z) and ¥ = u(X) where u is
strictly monotone in supp(f), then pdf g(y) of Y is

9(y) = fw(y))w'(y)|

where w is the inverse of u (i.e., y = u(x) iff £ = w(y)).

Proof. We first consider the case where u is strictly increasing. In this case
u'(x) > 0 and w'(y) > 0, and

G(y) = P(Y <y) =P(u(X) <y) =P(X <w(y)) = F(w(y)).

Hence

9(y) = G'(y) = fwy)w'(y) = fw(y))|w (y)].
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Proof (cont). If v is strictly decreasing, then v/(z) < 0 and w’(y) < 0. Then

G(y) =P(Y <y)

= P(u(X) > y)
=1-P(X <w(y))
=1-F(w(y)).

Hence

9(y) = G'(y) = —flwW)w'(y) = f(wy))|w'(y)].

In summary, we have

9(y) = fw(y))|w'(w)].
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Example. Let X be the standard exponent RV. Find the pdf of Y = v/ X.

Solution. Since u(xz) = +/x is strictly increasing when = > 0, we know its
inverse w exists and w(y) = y=2.

Recall that the pdf of X is f(x) = e~ for x > 0, we have

g(v) = Fw@))|w (y)| = 2ye¥’
fory > 0. If y < 0, then g(y) = 0.
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Example. If F'(x) is the distribution function of the continuous RV X. Find the

odf of Y = F(X).

Solution. Notice that F' is strictly increasing in supp(f). Let w be the inverse

of F', then F'(w(y)) = y for all y. Hence

F'(w(y)w'(y) = 1.
This implies
S |
Fl(w(y))  fw(y))

w'(y) =

So we have

9(y) = fw@)|w' ()] = f(w(y))

This means that Y is the uniform RV on [0, 1].

fw ())
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Example. Let X be the standard normal random variable. Find the pdf of
Z = X2

Solution. Since z2 is not monotone, we turn to consider y = |z| and then
z = y2 is monotone since y > O.

2
—2_e~Y/2 for
U

y > 0. Let u(y) = y2 and w(z) = /z be the inverse of u. Then

From a previous example, we know g(y) = 2n(y;0,1) =

h(2) = gw(/(2)] = —o—e /2

for = > 0.

Z is said to follow the chi-square distribution with degree of freedom 1.

Xiaojing Ye, Math & Stat, Georgia State University 15



Transformation technique with several random variables

Let X1,..., Xy be continuous RVs with joint pdf f(xz1,...,2n). What is the
pdf of Y = u(X4, ..., Xy) for a given function v : R — R?
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Here is a general strategy:

e Step 1: Set (Y1,...,Yn) = u(X4q,...,Xy) where u is one-to-one on
supp(f), and Y = Y7. So the first component of u is w.

e Step 2: Find the joint pdf of Y = (Y7,...,Yy) which is

gy (Y1, ---,yn) = f(w(y1, .- s yn))|JI W1, -+, yn)l;

where w is the inverse of u, and J(y1,...,yrn) is the Jacobian matrix of
w,i.e., J(y1,...,yn) = Dw(y1,...,yn).

e Find g(y) as the marginal pdf of Y = Y7 by taking integral:

g(y) = /gy(y,yz,---,yn) dyo - - - dyn.
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Remark. This strategy is based on the change of variable in multivariable

calculus: for any £ C R", we have
P(Y e E) =Pu(X) € F)
= P(X € w(F))
= f(x)dx

w(E)

= | fw@)lIw)ldy.

Hence we have

9(y) = f(w(y))|J(y)|.

Xiaojing Ye, Math & Stat, Georgia State University

18



Example. Let (X1, X») have joint density

6_(5’314'5'72), if £1,2x> > 0O,
0, otherwise.

flz1,22) = {

Find the pdf of V' = ¢-=1c—.

Solution. Let Y] = X7 + Xoand Ys = X+ X5 _|_X (So Y = Y5.) We define

u(x) = (:1:1 ;;II :1;2) :

x1+xo

Then'Y = ’U,(X) We deduce that X1 = Y1Y> and Xo = Y7 — Y71Y5.
Therefore the inverse of u Is

w(y) = ( Yy1Yy2 ) .

Y1 — Y192
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Solution (cont). Now we compute the Jacobian matrix:

Dw(y) = ( Y2 Y1 )

1—y> —y1
and thus

|J(y)| = |det(Dw(y))| = | —y1y2 — y1 +v1y2| = | — v1| = v1.
So the joint pdf of (Y7,Y5) is

9(y1,y2) = fw(y))|J(Y)| =y1e™, (y1,y2) € (0,00) x (0, 1).
The marginal pdf h of Y5 is

oo o0 B
h(y2) =/O 9(y1,y2) dy1 =/O yie Yldy; =1

forany y> € (0,1). Hence Y = Y5 follows the standard uniform distribution.
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Example. Let (X1, X5) be uniformly distributed in (0, 1)2. Find the pdf of
Y = X1 4+ Xo.

Solution. LetY = X7 4+ X5, Z = X5 and u(ml,wg) = (wl + $2,$2).
Hence

(1,22) = w(y,z) = (y — 2, 2)

Dw(y,z) = (é _11>

Hence |J(y, z)| = |det(Dw(y, z))| = 1. The joint pdf of (Y, Z) is

Therefore the Jacobian is

g(y,2) = f(w(y,2))|J(y,2)|=1, 0<z<1,0<y—2z<L1.
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Solution (cont). Thus the marginal pdf h of Y is

i

0, fory <0

I§1dz =y, foro<y<1
h(y) = 1 1 .

fy_lldz—Q—y, forl <y <?2

0, fory > 2

Left figure: shaded area is the support of the joint pdf g(vy, z).
Right figure: the marginal pdf » of Y.

h(y)

h(y) =y h(y) =2 -y
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Example. Let (X1, X», X3) be RVs with joint pdf f as follows:

e~ (@1t@2F23) if 59 20 23 > 0,
0, otherwise.

f(x1,20,23) = {

Suppose Y1 = X1 + Xo + X3, Yo = X5, Y3 = X3. Find the marginal pdf
of Y7.

Solution. We have

y=u(x) = (z1 + 22 + 23,22, 23)
r=w(y) = (y1 — Y2 — ¥3,9Y2,93)

Hence there is

-1 -1
O = 1.

J(y) = det(Dw(y))| = 1
0 1

OO+
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Solution (cont). So g(y1,y2,y3) = f(w(y))|J(y)| = e Y1 for yo,yo > 0
and y1 > yo + 3.

The marginal pdf of Y7 is

1

Y1 Yi—y»2 .
h(y) =/O /O 9(y1,Y2,y3) dyzdys = -+ - = Eyfe J1,
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Moment generating function (MGF) technique

Let X4,..., X, be independent RVs. What is the pmf/pdf of

Y =X14 -+ Xn.

Since pmf/pdf is uniquely determined by MGF, it suffices to find the mgf My (¢)
of Y, and then check which pmf/pdf this My (¢) corresponds to.
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Theorem. The mgfof Y = X1+ -+ X, where X1, ..., X, are independent
RVs with MGFs My, (t),. .., Mx, (t) respectively, is

My (8) = [ Mx.(8).
1=1

Proof. Since X1, ..., X, are independent, we know their joint pdf is

f(z1,...szn) = f1(z1) ... fn(zn)
where f; is the pmf/pdf of X;. Therefore, we have
My () = E[e"'] = E[e(X1H )]
— /e(x1+"'+x")tf(:c1, . zp)dey ... den
= /exltfl(xl)dxl ' "/ex”tfn(wn) dzn
= E[eX1!]. .. E[eX"]
= Mx, (t)--- Mx, (t).
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Remark. This result can be easily extendedto Y = ¢1 X1+ - -+ cn Xy Where
X1,...,Xp are independent RVs and c1, ..., ¢, are constants by noting that

Mox(t) = E[e“*] = Mx(ct).

Remark. The MGF technique may not work when X4,..., X, are not inde-
pendent.
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Example. Suppose X1, ..., Xy are independent Poisson RVs with parame-
ters A1, ..., A\p respectively. Find the distribution of Y = X1 + --- 4+ X,,.

Solution. Since My, (t) = *i{¢'~1) for each i, we have

My (t) = [ Mx,(t) = RO BPHICENY
=1

which is the mgf of the Poisson RV with parameter >°** ; A;. Hence Y is
Poisson with parameter >, A;.
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Example. Suppose X1,..., X, are independent exponential RVs with the
same parameter 0. Find the distribution of Y = X7 + - - - 4+ Xj,.

Solution. Since My, (t) = (1 — 6t)~! for each i, we have

My (t) = ] Mx,(t) =1 —-6t)™"
1=1

which is the mgf of ' (n, 8). Hence Y is Gamma with parameter (n, 0).

Remark. Recall thatthe mgfof Z ~ ' («, B) is M (t) = (1 — B5t) .
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