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ABSTRACT

Double-scroll attractors are one of the pillars of modern chaos theory. However, rigorous computer-free analysis of their existence and global
structure is often elusive. Here, we address this fundamental problem by constructing an analytically tractable piecewise-smooth system with
a double-scroll attractor. We derive a Poincaré return map to prove the existence of the double-scroll attractor and explicitly characterize
its global dynamical properties. In particular, we reveal a hidden set of countably many saddle orbits associated with infinite-period Smale
horseshoes. These complex hyperbolic sets emerge from an ordered iterative process that yields sequential intersections between different
horseshoes and their preimages. This novel distinctive feature differs from the classical Smale horseshoes, directly intersecting with their
own preimages. Our global analysis suggests that the structure of the classical Chua attractor and other figure-eight attractors might be more
complex than previously thought.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0139064

Many physical systems with symmetries exhibit spiral chaos,
which is determined by a double-scroll1 or a figure-eight
attractor.2 The celebrated Shilnikov spiral chaos theorem3 gives a
criterion for the existence of local chaotic dynamics near a saddle-
focus homoclinic orbit. However, there is a lack of computer-
free analytical results related to the existence of double-scroll
attractors and their global dynamical properties. Piecewise-linear
and nonlinear systems of ordinary differential equations (ODEs)
with double-scroll attractors are non-integrable, making such
global analysis unfeasible. In this paper, we overcome this obsta-
cle by designing a piecewise-smooth ODE system composed of
three linear systems with exact solutions that generate a double-
scroll attractor. We employ the system’s integrability to derive a
global Poincaré return map whose analysis proves the existence of
the double-scroll attractor and reveals its global structure. This

complex structure contains a hidden chaotic component deter-
mined by infinite chains of horseshoes that involve interactions
between all parts of the system’s phase space. The similarity of
geometrical properties between our system and the Chua sys-
tem suggests that the classical Chua attractor and its multi-scroll
analogs may have the same complex structure as their analytically
tractable piecewise-smooth counterpart.

I. INTRODUCTION

Chua’s circuit is a primary example of a real-world system
with a double-scroll spiral attractor.1 Chaotic dynamics and bifur-
cations in the piecewise-linear Chua system and its smooth analogs
have been extensively studied via geometrical and computer-assisted
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methods (see Refs. 4–13 as notable samples of this vast research
field). Earlier rigorous results related to the chaoticity of the
Chua double-scroll attractor1 focused on proving the existence
of a Shilnikov homoclinic orbit to a saddle-focus equilibrium,
as this guarantees the presence of countably many saddle peri-
odic orbits in a neighborhood of the homoclinic orbit.3 Recent
work provided a computer-assisted proof of the existence of a
trapping region for the double-scroll attractor in the Chua sys-
tem with cubic nonlinearity.14 However, rigorous computer-free
analysis of the existence and global structure of the double scroll
in the Chua system remains elusive. The piecewise-linear Chua
system allowed for deriving geometrical Poincaré return maps1

associated with the attractor via compositions of eigenvectors
within each linear region of its phase space;15 however, connect-
ing the map explicitly to the system’s solutions has proven to be
non-feasible.

Piecewise-smooth dynamical systems with explicit solutions
may offer a way to analytically prove the existence of a double-
scroll attractor. However, the use of piecewise-smooth systems
comes with a cost, as some fundamental theorems from the bifur-
cation theory of smooth ODEs may be ill-suited for non-smooth
dynamics. For example, non-smooth systems can undergo local
and global bifurcations that are essentially different from their
smooth counterparts,16–20 including grazing and sliding21–24 (see
reviews25,26 for more details). There also exists a body of lit-
erature on the similarity between some global bifurcations in
piecewise-smooth and smooth systems,27,28 including a version of
the Shilnikov saddle-focus theorem for Filippov systems.28 Notably,
several piecewise-smooth systems were constructed to prove the
existence of homoclinic and heteroclinic orbits,27,29,30 including a
Shilnikov homoclinic orbit to a saddle-focus.27,29 Yet, there is a lack
of analytical studies of the global structure of spiral and double-
scroll attractors in such systems.

In recent work,31 we proposed a method for designing
piecewise-smooth dynamical systems with a predefined chaotic
attractor and exact solutions. This method was used to construct
a simple piecewise-smooth model, which switches between lin-
ear systems that yield a singular hyperbolic Lorenz-type attractor
whose properties were described rigorously without any computer
assistance.

In this paper, we extend this approach to the construction of an
analytically tractable piecewise-smooth ODE system that switches
between three linear systems with explicit solutions and gener-
ates a double-scroll attractor with geometrical properties similar
to the original Chua double-scroll attractor. We derive a global
Poincaré return map to prove the existence of the double-scroll
attractor and explicitly characterize its global dynamical properties.
In particular, we demonstrate that the double-scroll attractor cor-
responds to an attractor of the Poincaré map, which is confined
inside four spiral strips lying on two global odd-symmetric Poincaré
sections. Each Poincaré section is related to one scroll of the attrac-
tor. We first demonstrate that, at the bifurcation of a figure-eight
homoclinic orbit, the four spiral strips determining the global attrac-
tor contain saddle periodic orbits associated with a countable set
of classical Smale horseshoes. This result extends the Shilnikov
criterion3 to the entire attractor’s domain beyond the vicinity of the
homoclinic orbit. We then reveal the existence of infinite-period

saddle orbits associated with a countable set of infinite chains of
interacting horseshoes. In particular, these chains represent an
ordered iterative process that yields sequential intersections between
horseshoes related to one Poincaré section and the preimages of
their counterparts from the other Poincaré section. Alternatively,
these chains can generate intersections between different horse-
shoes and their preimages within one Poincaré section. Independent
from whether one or both Poincaré sections are involved, we call
such chains multi-period Smale horseshoes. In particular, we show
that infinite-period Smale horseshoes yield a hidden set of infinite-
period trajectories, including weakly stable infinite-periodic orbits
that may be impossible to detect/characterize via direct numeri-
cal simulations of their Lyapunov exponents. We let the reader
decide whether our definition of the hidden complexity aligns with
the definition of hidden attractors32 and hidden, possibly non-
smooth, dynamics.33 Notably, the complex set of infinite-period
Smale horseshoes nestled inside the double-scroll attractor partly
overlaps with the classical hyperbolic of period-one Smale horse-
shoes. Therefore, this complex set of trajectories is well hidden;
yet, it can contribute to the emergence of periodic windows of
stability.

The layout of this paper is as follows. First, in Sec. II, we
give the details of the model construction, discuss the phase space
partition, and characterize the possible behavior of “glued” tra-
jectories. In particular, we prove the existence of an absorbing
domain that contains all of the system’s attractors and derive
explicit conditions on the system’s parameters that guarantee that
the absorbing domain does not contain sliding motions. We choose
two Poincaré cross sections, each associated with one scroll of the
double-scroll attractor, and prove that these cross sections are global
for any attractor of the system. In Sec. III, we construct an explicit
Poincaré return map. In Sec. IV, we derive the conditions under
which the attractors of the map belong to four spiral strips. In
Sec. V, we demonstrate that the global attractor confined inside
the four spiral strips contains a chaotic component, thereby prov-
ing the existence of the double-scroll quasi-strange attractor. We
introduce the concept of multi-period Smale horseshoes and use
them to characterize the hidden complexity of the attractor. We
also reveal the crucial role of the saddle index34 in promoting the
complexity of the hidden hyperbolic set of infinite-period Smale
horseshoes.

II. PIECEWISE-SMOOTH SYSTEM

Inspired by the geometric construction proposed by Belykh and
Chua,6 which yields a Poincaré map corresponding to a double-
scroll attractor, we seek to construct a piecewise-smooth system
amenable to an analytical treatment of its bifurcation and attrac-
tors.

A. System construction and explicit solutions

As its counterpart introduced in our previous papers20,31 to
prove the existence of a Lorenz-type attractor and analyze its bifur-
cations, our piecewise-smooth system A is composed from three
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linear subsystems A0, Al, and Ar,

A0 :
ẋ = x,
ẏ = −νy + ωz,
ż = −ωy − νz,

for (x, y, z) ∈ G0,

Al :
ẋ = −α(x + h)−�(z + 1),
ẏ = −βy,
ż = �(x + h)− α(z + 1),

for (x, y, z) ∈ Gl,

Ar :
ẋ = −α(x − h)−�(z − 1),
ẏ = −βy,
ż = �(x − h)− α(z − 1),

for (x, y, z) ∈ Gr,

(1)

where h, α, β , ν, ω, and � are positive parameters, and regions G0,
Gl, and Gr are defined as follows:

G0 : |x| < h, (y2 + z2 ≤ r2) ∩ (|z| < 1),

Gl : (z ≤ −sign x, y ∈ R
1) \ G0,

Gr : (z ≥ −sign x, y ∈ R
1) \ G0

(2)

for some positive parameter r > 1. The partition of the phase space
into three regions G0, Gl, and Gr with distinct dynamics determines
state-dependent switching between three modes of evolution of sys-
tem (1). Similar to the Chua system, the system (1) has the odd
symmetry with

(x, y, z) → (−x, −y, −z). (3)

Each region G0, Gl, and Gr contains one fixed point, and each sys-
tem A0, Al, and Ar represents a normal form that describes linear
dynamics around the fixed point. System A0 has a saddle-focus fixed
point O(0, 0, 0) with one real (so

1 = 1) and two complex eigenval-
ues (so

2,3 = −ν ± iω). This fixed point has one-dimensional (1D)
unstable odd-symmetric manifolds Wu

1,2 and a two-dimensional
(2D) stable focus manifold Ws coinciding with the x-axis and the
(y, z)-plane in region G0, respectively. These manifolds are fur-
ther continued by trajectories of subsystem Al (Ar) in the region
Gl (Gr). In turn, subsystem Al (Ar) has a stable focus fixed point
el(−h, 0, −1) (er(h, 0, 1)) whose trajectories are designed to return
the flow of saddle-focus system A0 back toward O (see Fig. 1). These
stable foci el and er with eigenvalues s1,3 = −α ± i� and s2 = −β
co-exist with other limit sets of system (1), including a double-scroll
attractor.

The saddle-focus region G0 is obtained from a vertical cylin-
der of radius r and height 2h by cutting its two round segments at
z = ±1 (Fig. 1). Of particular importance to the argument that fol-
lows are the top and bottom faces, Dtop (x = h) and Dbot (x = −h)
and two vertical rectangular sides Dr : {|x| < h, y2 + 1 ≤ r2, z = 1}
and Dl : {|x| < h, y2 + 1 ≤ r2, z = −1}. The focus regions Gl and
Gr are located outside the saddle-focus region G0 and separated
from each other by two vertical half-planes Pl : {x > 0, z = −1} and
Pr : {x < 0, z = 1} and two parts of horizontal stripe (x = 0, |z| ≤ 1)
outside the saddle-focus part of the (y, z)-plane. All these borders of
three regions G0, Gl, Gr represent discontinuity boundaries at which
system (1) switches from one mode to another. The specific choice of
the discontinuity boundaries separating the modes of subsystems Al

and Ar is made to ensure that under a proper choice of parameters,

FIG. 1. Schematic diagram for the structure and dynamics of piecewise-smooth
system (1). The system has a saddle-focus equilibrium at the origin and two stable
foci er and el (pink circles). The phase space is partitioned into three regions with
distinct linear dynamics. The wood log-shaped region with two top and bottom
faces, Dtop and Dbot , and vertical sides Dr (green) and Dl (blue) form the saddle-
focus region. The stair-like switching manifold (gray), composed of two vertical
half-planes Pl and Pr and the horizontal plane segment, separates two odd-sym-
metric focus regions Gl and Gr [not labeled]. The 1D unstable manifold of the
saddle-focus,W u

1 [W
u
2 ] reaching the top [bottom] switching manifolds at Dtop [Dbot ]

is continued by the trajectory of the focal system (red) to reach Poincaré cross
section Dr (green) [Dl (light blue)]. A typical trajectory (black) starting from and
returning to Poincaré cross section Dr is composed of the parts of saddle-focal
and focal trajectories, corresponding to the action of the map T = T2T1.

the top (bottom) face Dtop (Dbot) is mapped by trajectories of system
(1) into rectangular side Dr (Dl), making Dr and Dl global Poincaré
cross sections of system (1). When designing the phase space parti-
tion (2), we were motivated to mimic the geometrical construction
of a double scroll attractor from Belykh and Chua6 in which the top
and bottom faces of a cylinder encircling the unstable 1D manifold
of the saddle-focus equilibrium are mapped into the lateral surface
of the cylinder. For a finite, non-infinitesimal size of the cylinder
that can characterize dynamics away from a small neighborhood of
the 1D unstable manifold, this would make the corresponding part
of the lateral surface a round Poincaré cross section. As a result, it
would not allow for the construction of an explicit global Poincaré
map. For this reason, we chose to design the flat Poincaré cross sec-
tions, Dr and Dl by cutting the cylinder with two half-planes Pr and
Pl. In practice, the y-size of cross sections Dr and Dl can be relatively
small (Fig. 2); yet, remaining global cross sections for all trajectories
of desired double-scroll attractors. This claim will be made rigorous
in Subsections II B–II D.

Due to its composition from three linear systems, piecewise-
smooth system (1) allows for finding all its trajectories in the form
of explicit analytical solutions. That is, trajectories of system (1) are
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FIG. 2. Numerical illustration of the system’s
structure and its attractor. (a). 1D unstable
manifolds of the saddle-focus equilibrium, W u

1

and W u
2 , form two odd-symmetric homoclinic

orbits. (b). The corresponding double-scroll
attractor. Parameters � = 1, ν = 0.75, ω = 3,
h = 0.172 883, α = 0.372 452, r = 1.015 39, β = 20
that guarantee the existence of the homoclinic orbit are
chosen from the explicit condition µ = 0 (26).

“glued” from solutions of subsystems A0, Al, and Ar :

A0 :

x(t) = x0e
t,

y(t) = e−νt(y0 cosωt + z0 sinωt),

z(t) = e−νt(−y0 sinωt + z0 cosωt),

(4)

Al :

x(t) = −h + e−αt
[

(x0 + h) cos�t − (z0 + 1) sin�t
]

,

y(t) = y0e
−βt,

z(t) = −1 + e−αt
[

(x0 + h) sin�t + (z0 + 1) cos�t
]

,

(5)

Ar :

x(t) = h + e−αt
[

(x0 − h) cos�t − (z0 − 1) sin�t
]

,

y(t) = y0e
−βt,

z(t) = 1 + e−αt
[

(x0 − h) sin�t + (z0 − 1) cos�t
]

,

(6)

where x0 = x(0), y0 = y(0), z0 = z(0) are initial conditions.
Toward deriving an explicit Poincaré map that characterizes

global dynamics of system (1), we should (i) determine the size of
an absorbing domain that contains all attractors of system (1), (ii)
derive the conditions under which the Poincaré cross sections Dr

and Dl are global cross sections for the flow confined inside the
absorbing domain, and (iii) demonstrate that the cross sections do
not contain sliding motions. This analysis is detailed in Subsec-
tions II B and II C. The reader willing to accept the results of this
subsection without proof can proceed to Sec. III without loss of
continuity.

B. Absorbing domain

We first prove that the saddle-focus region G0 containing cross
sections Dr and Dl lies inside an absorbing domain that traps all
trajectories of system (1). The existence of the absorbing domain
and its dependence on the system’s parameters are specified in the
following statement.

Theorem 1 (Existence of an absorbing domain): A. For
α ≤ αh, where

αh = −
2�

3π
ln h, (7)

the system (1) has an absorbing domain bounded by a stable limit
cycle C1 which crosses the point (x = xc, y = 0, z = −1), where

xc ≥ h is a unique root of the equation

x + h −
√

(x − h)2 + 4 exp

(

−
α

�

(

π + arctan
2

x − h

))

= 0.

(8)
The limit cycle C1 with its 2D cylindrical submanifold encircles
the saddle-focus region G0 and attracts all trajectories from the
cycle’s outer side [Figs. 3(a) and 3(b)].

B. For α > αh, the absorbing domain is bounded by the union
of the trajectories, starting from points (x = ±h, |y| < r, z =
∓1) and the rectangles (−h < x < −η(h), |y| < r, z = 1), (η(h)
< x < h, |y| < r, z = −1) [see Fig. 3(c)].
Proof. The dynamics outside of the saddle-focus region G0

are described by the focal systems Al and Ar whose uncoupled y
equation, ẏ = −βy, guarantees the existence of the stable invari-
ant manifold y = 0. Therefore, any limit cycle or a trajectory lying
outside of G0 must (i) belong to this invariant manifold and (ii)
have a stable 2D cylindrical manifold. Therefore to prove Part A,
it is sufficient to show that trajectories in the (x, z) plane form
a stable limit cycle which determines the size of the absorbing
domain. Toward this goal, we first construct the map x → −η(x) :
(x ≥ h, y = 0, z = −1) → (x < 0, y = 0, z = +1)which determines
how a point from the half-plane Pl, corresponding to positive x ≥ 0
is mapped into Pr corresponding to negative x via a trajectory of
the focal system Ar. In turn, a trajectory of the focal system Al sub-
sequently maps the point x < 0 from the half-plane Pr back to Pl

via the map x → −η(x) : (x < 0, y = 0, z = −1) → (−η(x) > 0,
y = 0, z = −1). Due to the odd-symmetry of system (1), the resul-
tant second-iterate map x → x : −η(−η(x)) = η(η(x)). Hence, a
stable fixed point of the first-iterate map η(x) is also a stable fixed
point of the second-iterate map η(η(x)), which corresponds to a sta-
ble limit cycle in the system (1). Note that the first-iterate map η(x)
always yields positive values of x and therefore is more convenient
to analyze than the original first-iterate map −η(x).

To derive the explicit form of the map η(x), we use the explicit
solutions (6) of system Ar with initial conditions (x(0) ≥ h, y(0)
= 0, z(0) = −1):

x(t) = h + e−αt
[

(x(0)− h) cos�t + 2 sin�t
]

,

z(t) = 1 + e−αt
[

(x(0)− h) sin�t − 2 cos�t
]

,
(9)

and boundary conditions x(τ ) = η(x) ≡ −x̄, y = 0, z(τ ) = 1, where
τ is the transition time from Pl to Pr. Hereafter, the bar denotes
the subsequent iterate of x. Substituting the boundary conditions
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FIG. 3. Absorbing domain (illustration of Theorem 1). The xz projection of the
phase space of (1) at y = 0. The shaded square is the projection of the saddle-
focus regionG0. (a). α > αh. Stable limit cycle C1 (red solid line) attracts all outer
trajectories of the system and determines the absorbing domain. The saddle limit
cycle C2 separates the basins of attraction of C1 and the double-scroll attractor.
(b). α = αh. Stable cycle C1 borders the saddle-focus region G0. Saddle limit
cycle C2 not shown. The stable manifolds of saddle O form a figure-eight homo-
clinic orbit, encircling stable foci el and er . (c). α < αh. The absorbing domain
is formed by the saddle-focus region (shaded square) and two adjacent white
regions bounded by trajectories R and L [not labeled]. The red and blue shaded
“rivers” form the channels for outer trajectories to enter the absorbing domain.
Limit cycles C1 and C2 lie inside the absorbing domain and are not shown.

into (9), we turn the z-equation into (x(0)− h) sin�τ − 2 cos�τ
= 0. Therefore, the transition time τ = (π + arctan 2

x(0)−h
)/�. Sim-

ilarly, the x-equation in (9) becomes x̄ = −x(τ ) = −h

− e
−γ (π+arctan 2

x(0)− h
)[

(x(0)− h) cos�τ + 2 sin�τ
]

, where γ = α

�

and (x(0)− h) cos�τ + 2 sin�τ = 1
2
((x(0)− h)2 + 4) sin�τ . In

turn, by a simple trigonometric identity, the factor sin�τ
= sin(π + arctan 2

x(0)−h
) = − 2√

(x(0)−h2+4)
. Collecting the terms and

replacing the initial condition x(0) with x, we obtain the map η(x) :

x̄ = η(x) = −h + E(x)

√

(x − h)2 + 4,

E(x) = exp(−γ (π + arctan(
2

x − h
)),

(10)

where γ = α

�
.

To prove that the map (10) has a stable fixed point, we calculate
the first and second derivatives of η(x) which are

η′ =
E(x)

√

(x − h)2 + 4
((x − h)+ 2γ ) > 0,

η′′ =
4E(x)

((x − h)2 + 4)
3
2

(1 + γ 2) > 0

(11)

in the considered range of x ≥ h. From (11) we conclude that the
first derivative η′(x) monotonically increases and is less than 1 for
any x ∈ [h, ∞) since

η′(h) = γ e− 3πγ
2 < η′(x) < e−γπ = η′(∞) < 1, x ∈ [h, ∞). (12)

Therefore, if η(x = h) = −h + 2e− 3πγ
2 ≥ h which is true if

α ≤ αh = − 2�
3π

ln h, yielding the condition (7), then the graph of
η(x) starting from x = h intersects the diagonal line x̄ = x at a point
xc with η′(xc) < 1. Hence, xc is a unique stable fixed point of the
map (10), corresponding to a stable limit cycle C1 of the origi-
nal model (1) which crosses the point (x = xc, y = 0, z = −1). The
actual value of the fixed point xc can be formally found from solv-
ing the Eq. (10) with x̄ replaced with x, yielding the transcendental
Eq. (8). The limit cycle C1 with its 2D cylindrical manifold is a global
attractor for all trajectories from its outer side, and therefore defines
an absorbing domain of system (1). This completes the proof of
Part A.

For α > αh, the limit cycle C1 enters into the saddle-
focus region G0 and its existence cannot be accessed via the
map (10). Instead, we pay particular attention to two fami-
lies of trajectories which start from the points (x(0) = h, |y(0)|
< r, z(0) = −1) in the half-plane Pl and from the points
(x(0) = −h, |y(0)| < r, z(0) = +1) in the half-plane Pr. For def-
initeness, we consider trajectory R starting from point pR : (x(0)
= h, y(0) = 0, z(0) = −1) and trajectory L starting from point pL :
(x(0) = −h, y(0) = 0, z(0) = +1) as representatives of the two
families. Due to the contracting properties of the map (10), the point
pR is mapped by trajectory R of the focal system Ar, into the point p̄R :
(x = −η(h), y(0) = 0, z(0) = +1) with η(h) < x(0) = h. Similarly,
the point pL is mapped by trajectory L of the focal system Al, into the
point p̄L : (x = η(h), y(0) = 0, z(0) = −1). At these instants, trajec-
tories R and L enter the saddle-focus region G0 and are continued via
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the saddle-focus system A0 to eventually leave G0 and reach the half-
planes Pl and Pr, respectively. Note that the point p̄R in the half-plane

Pr is mapped into the point ¯̄pR : (x < η(h), y(0) = 0, z(0) = −1)
which must be located below the point p̄L with x = η(h) since the
continuation of trajectory R in G0 and Gl is encircled by the tra-
jectory L. Similarly, the point p̄L in the half-plane PL is mapped

into the point ¯̄pL : (−x < −η(h), y(0) = 0, z(0) = +1). Hence, the
trajectories R, L and two segments (η(h) < x < h, y = 0, z = −1)
and (−h < x < −η(h), y = 0, z = 1) form a trapping region for all
trajectories with y = 0 located inside of it. This trapping region
is also an absorbing domain for all outer trajectories with y = 0
that must be confined inside the “rivers” formed by the trajec-
tories starting from points (x(0) = −h, y(0) = 0, z(0) = +1) and
(x(0) = h, y(0) = 0, z(0) = −1) in reverse time. The flow inside
the rivers, defined by the stable focal systems Al and Ar, guides the
trajectories to eventually enter the absorbing domain via the two
segments (η(h) < x < h, y = 0, z = −1) and (−h < x < −η(h),
y = 0, z = 1). Extending this argument to all trajectories from the
two families with |y| < r, we arrive at the statement of Part B. �

Remark 1: Note that the limit cycle C1, determining the size
of the absorbing domain for α ≥ αh lies only in the region Gl ∪ Gr

and attracts all outer and inner trajectories from Gl ∪ Gr. However,
the inner trajectories from Gl ∪ G0 ∪ Gr, composed of focal and sad-
dle pieces are not determined by the map (10) and do not necessarily
approach the limit cycle C1. There must exist a saddle limit cycle
C2 ∈ Gl ∪ G0 ∪ Gr which separates the limit cycle C1 and stable foci
e1 and e2 [Fig. 3(a)].

C. Sliding motions

The piecewise-smooth system (1) has sliding motions. Our goal
is to single out the system’s parameters for which (i) the system does
not have stable sliding motions and (ii) unstable sliding motions
lie outside the absorbing domain and do not play any role in the
formation of the double-scroll attractor.

The borders of three regions G0, Gl, Gr partitioning the phase
space and representing the discontinuity boundaries of system (1)
are natural suspects for containing sliding motions. We start by
examining them one by one. Denote the discontinuity boundary of
the saddle-focus region G0 by ∂G0 and its inner and outer sides by
G−

0 and G+
0 , respectively. Recall that the boundary ∂G0 = Dtop ∪ S ∪

Dbot is composed from the top Dtop and bottom Dbot disks and the
lateral surface S = Dl ∪ S0 ∪ Dr, where S0 = (y2 + z2 = r2, |x| < h,
|z| < 1) is the cylindrical part of S.

Statement 1 (Sufficient conditions for the absence of slid-
ing motions in the attractor): The discontinuity boundary ∂G0

of the saddle-focus region G0 does not contain sliding motions if the
parameters satisfy the conditions

√

r2 − 1 <
ν

ω
,

β >
�h + α

r2 − 1
,

(13)

such that the trajectories of system (1) reaching the region G0 enter it
through the surface S and leave the region G0 through the disks Dtop

and Dbot.

Proof. To prove the claim of Statement 1, it is sufficient to find
the conditions under which the vector fields (ẋ, ẏ, ż) of systems A0,
Al and Ar are pointing in the same direction at the inner and outer
sides G−

0 , G+
0 of ∂G0. Indeed, the vector field at the inner and outer

sides D−
top and D+

top of Dtop is oriented outside G0 since ẋ|D−
top

= h > 0

and ẋ|D+
top

= �(1 − z) > 0. Due to the symmetry, the same claim

applies to the bottom disk Dbot with ẋ|D−
bot
< 0 and ẋ|D+

bot
< 0. The

vector field at the outer side of rectangles Dl and Dr is defined by the
focal systems Al and Ar, respectively, and is always oriented inside G0

as ż
∣

∣

z=−1
= �(h + x) > 0 and ż

∣

∣

z=1
= −�(h − x) < 0 for |x| < h.

At the same time, the vector field at the inner side of Dl and Dr is
governed by system A0 and also oriented inside G0 if

ż
∣

∣

z=−1
= −ωy + ν > 0, ż

∣

∣

z=1
= −ωy − ν < 0. (14)

|y| ≤
√

r2 − 1 on both Dl and Dr and hence, the inequality (14) is
fulfilled under the first condition in (13). Finally, we need to prove
that the vector fields at the inner and outer sides of cylindrical lateral
surface S0 are oriented inside S0. This can be done by considering S0

as a level surface of a directing Lyapunov function V = y2

2
+ z2

2
and

demonstrating that V̇|S∓
0
< 0 along the trajectories of system A0 and

Ar (or Al), respectively. Taking into account that y2 = r2 − z2 at S0,
we obtain the inequalities to satisfy

V̇|S−
0

= yẏ + zż|S−
0

= −νr2 < 0, (15)

for A0, and

V̇|S+
0

= −(r2 − z2)β − αz2 + [α −�(h − x)]z < 0, (16)

for Ar. The condition (15) holds true for any r and positive ν. The
condition (16) is fulfilled if

[α −�(h − x)]z − αz2

r2 − z2
< β

which can be estimated as

[α −�(h − x)]z − αz2

r2 − z2
<
α + h�

r2 − 1
< β ,

where the right-hand side inequality is the second condition in (13).
�

To complete the description of possible sliding motions on
the other discontinuity boundaries beyond the saddle-focus region
G0, we note that (i) the strip (x = 0, |z| < 1, y2 > r2 − z2) contains
unstable sliding motions and (ii) the parts of the half-planes Pl\Dl

and Pr\Dr are passable for the trajectories of system (1). The state-
ment directly follows from the orientation of the vector fields of
systems Al and Ar at these discontinuity boundaries.

D. Global Poincaré cross section

It follows from Theorem 1 that for α > αh all trajectories of
system (1) reach the lateral surface S of the saddle-focus region G0.
Moreover, Statement 1 guarantees that under conditions (13), these
trajectories (with the exception of stable foci el, er ∈ G0) transversely
cross the lateral surface S since its boundary has no sliding motions.
The vertical x-flow inside G0 is governed by the first equation of
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saddle-focus system A0. As a result, the trajectories leave the saddle-
focus region via the top and bottom sections Dtop and Dbot to be
returned by the focal systems Ar and Al back to S, making it a global
Poincaré cross section.

Toward our goal of deriving an explicit global Poincaré return
map, we need to impose additional constraints on the parameters
that guarantee that the vertical sides Dl and Dr of the lateral surface
S are global Poincaré cross sections for all non-trivial attractors of
system (1). This amounts to requiring a sufficiently strong contrac-
tion in the y direction so that any trajectory starting from Dtop (Dbot)
and returning to the lateral surface S does not miss its flat side Dr

(Dl).
Theorem 2 (Global cross section): The union of rectangles

D = Dl ∪ Dr is a global cross section for any attractor of system (1) if
the parameters satisfy the conditions

α ≥ αh = −
2�

3π
ln h, (17a)

β >
�h + α

r2 − 1
, (17b)

r exp

(

−3πβ

2�

)

<
√

r2 − 1 <
ν

ω
. (17c)

Proof. By the system’s construction, its trivial attractors, sta-
ble foci el and er, lie in the planes Dl and Dr, respectively. The
inequality (17a) comes from Part B of Theorem 1 which guarantees
that the entire saddle-focus region G0, including Dl and Dr, belongs
to the absorbing domain. The inequality (17b) and the right-hand
side of (17c) are the conditions of Statement 1 which, in particular,
provide sufficient conditions for the sections Dl and Dr to con-
tain no sliding motions. As a result, all trajectories starting from
the lateral surface S of G0, including Dl and Dr will enter G0 and
reach Dtop and Dbot due to ẋ = x in the saddle-focus system A0.
Therefore, D = Dl ∪ Dr → Dtop ∪ Dbot. To complete the loop, we
need to prove that Dtop ∪ Dbot → D = Dl ∪ Dr. Hence, we consider
the mapping of Dtop into half-plane P = (x < h, y ∈ R

1, z = 1) (the
mapping Dbot to (x > −h, y ∈ R

1, z = −1) has the same properties
due to system’s symmetry). Note that Dtop is mapped into Pr by the
trajectories of focal system Ar whose y-coordinates are governed by
y(t) = y(0)e−βt, where y(0) ∈ [−r, r] is the y initial condition in Dtop.
These trajectories reach Pr in time τ = 3π

2�
and have the coordinates

y(τ ) = y(0)e− 3πβ
2� . The details of the explicit calculation of τ will be

given in Sec. III [see Eq. (24)]. We require y(τ ) to fall within the y

dimension of Dr such that |y(τ )| <
√

r2 − 1, yielding the left-hand
side inequality in (17c). Similarly, we require x(τ ) to fall within the x
dimension of Dr. Given the fact that the (xz)-equations of system Ar

do not depend on y, this requirement yields |x(τ )| = |h − 2e
−3πα

2� |
< h which leads to the inequality (17a), coinciding with the condi-
tion of Part B in Theorem 1. �

III. POINCARÉ RETURN MAP: THE CONSTRUCTION

We follow the steps of our recent study31 and derive a flow-
defined explicit Poincaré return map which allows for proving the

existence of a double-scroll attractor and characterizing its struc-
ture. To construct the Poincaré map, we choose the global two-part
cross section D, composed of Dl and Dr, and analyze how this cross
section is mapped into itself by trajectories of A0, Al,r. This amounts
to defining a mapping T : D → D as a composition T = T2T1 with

T1 :

{

D1,3 → Dtop,
D2,4 → Dbot,

(18)

T2 :

{

Dtop → Dr,
Dbot → Dl,

(19)

where the cross section Dr (Dl) is divided into two symmetrical
parts D1 = Dr|x≥0, D2 = Dr|x<0 (D3 = Dl|x≥0, D4 = Dl|x<0) by the
saddle-focus O and its stable 2D manifold [see Fig. 3(b)].

We first derive the map T2 which is generated by the trajecto-
ries of the saddle-focus system A0 that transfer points from Dr and
Dl to the top and bottom sections, Dtop and Dbot. Using solutions (4)

of system A0 with the initial conditions
(

x(0), y(0), z(0)
)

∈ Dl,r and

final boundary conditions
(

x(τ1), y(τ1), z(τ1)
)

∈ Dtop for x(0) > 0

and
(

x(τ1), y(τ1), z(τ1)
)

∈ Dbot for x(0) < 0, we obtain

x(τ1) = x(0)eτ1 ,

y(τ1) = e−ντ1
(

y(0) cosωτ1 + z(0) sinωτ1

)

,

z(τ1) = e−ντ1
(

−y(0) sinωτ1 + z(0) cosωτ1

)

,

(20)

where τ1 is the travel time from Dl,r to Dtop or Dbot. From the
first equation of (20) and the boundary condition |x(τ1)| = h, we
calculate the travel time

τ1 = − ln
|x(0)|

h
. (21)

Substituting τ1 into the y and z equations of (20), we derive the map
T1 :

y(τ1) =
|x(0)|ν

hν

(

y(0) cos

(

ω ln
|x|
h

)

− z(0) sin

(

ω ln
|x|
h

))

,

z(τ1) =
|x(0)|ν

hν

(

y(0) sin

(

ω ln
|x|
h

)

+ z(0) cos

(

ω ln
|x|
h

))

.

(22)

We then construct the map T1 which maps the disk Dtop into Dr by
the trajectories of the focal system Ar (the mapping of Dbot into Dl

by the trajectories of the focal Al is odd symmetric). Analyzing the
solutions (6) with initial conditions (x(τ1) = h, y(τ1), z(τ1)) in Dtop

and boundary conditions (x(τ2), y(τ2), z(τ2)) in Dr, we obtain the
explicit form of map T2 :

x(τ2) = h − e−ατ2(z(τ1)− 1) sin�τ2,

y(τ2) = y(τ1)e
−βτ2 ,

z(τ2) = 1 + e−ατ2(z(τ1)− 1) cos�τ2,

(23)

where τ2 is the travel time from Dtop to Dr. Solving the third equation
of (23) with the boundary condition z(τ2) = 1 yields cos�τ2 = 0

with τ2 = (2k−1)π
2�

, where k = 1, 2, .. corresponds to the instances
at which the focal trajectory intersects the plane z = 1. The first
instance with k = 1 yields the first equation of (23) with sin�τ2 = 1.
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Therefore, at this instance x > h and the trajectory first crosses the
plane z = 1 at a point located above the cross section Dr which is
irrelevant to the desired travel time τ2 to Dr. In fact, the trajec-
tory reaches Dr at k = 2 which corresponds to sin�τ2 = −1 and
x(τ2) < h. Thus, the travel time is

τ2 =
3π

2�
. (24)

Completing the loop, from (20), (21), (23), and (24), we obtain
the Poincaré return map D1,3 → Dr :

x̄ = h − e− 3πα
2� + e− 3πα

2�

(

|x|
h

)ν (

y sin

(

ω ln
|x|
h

)

+ z cos

(

ω ln
|x|
h

))

,

(25)

ȳ = e− 3πβ
2�

(

|x|
h

)ν (

y cos

(

ω ln
|x|
h

)

− z sin

(

ω ln
|x|
h

))

,

where once again the bar denotes the subsequent iterate of the map.
The mapping D2,4 → Dl is obtained from (25) by the odd-symmetric
involution of the variables.

Finally, after the following re-scaling of x and introduction of
new parameters

x

h
→ x, µ = 1 −

1

h
exp

(

−
3πα

2�

)

, q = exp

(

−
3πβ

2�

)

, (26)

and taking into account the odd symmetry of system (1), we derive
the explicit Poincaré return map T = T2T1 of the global cross section
into itself D → D :

x̄ = µsign(x)+ (1 − µ)|x|ν
(

y sin
(

ω ln |x|
)

+ z cos
(

ω ln |x|
) )

,

ȳ = q|x|ν
(

y cos
(

ω ln |x|
)

− z sin
(

ω ln |x|
) )

, (27)

z̄ = sign(x).

Note that despite the presence of the z variable, system (27) is effec-
tively a 2D mapping, since the z equation only controls the switch
between two cross sections Dl (z = −1) and Dr (z = 1). As a result,
the variable z in the first two equations of (27) only takes the values
±1.

The map (27) is discontinuous at x = 0 as the segments

ll0 =
(

x = 0, |y| <
√

r2 − 1, z = −1
)

∈ Dl

lr0 =
(

x = 0, |y| <
√

r2 − 1, z = 1
)

∈ Dr

(28)

are mapped into the saddle-focus O and therefore points from ll0
and lr0 do not return back to the cross section D = Dl ∪ Dr (Fig. 4).
However, points from a vicinity of segments ll0 and lr0 return to D,
closely passing by the saddle-focus O. Therefore, by continuity, we
can define the map (27) at the discontinuity lines ll0 and lr0 as

l̄l0, l̄r0 :
(x̄, ȳ, z̄) = Ml(−µ, 0, −1) for x → −0,
(x̄, ȳ, z̄) = Mr(µ, 0, 1) for x → +0.

(29)

Here, the point Ml (Mr) is the intersection of the cross section Dl

(Dr) with the one-dimensional unstable manifold Wu
2 (Wu

1) of O.

Notice that parameter µ = 0 corresponds to the formation of
a figure-eight homoclinic orbit to the saddle-focus O which is rep-
resented by the singularity point (x = 0, y = 0). Hence, it follows
from (26), that αh = − 2�

3π
ln h is the explicit condition for the exis-

tence of the figure-eight homoclinic orbit. Deriving such an explicit
condition is out of reach for the Chua system or its smooth analogs
with double-scroll attractors. The homoclinic orbit formed by the
saddle-focus and focal parts of the piecewise-smooth trajectory and
existing at µ = 0 is depicted in Figs. 1, 2(a), and 3(b).

Remarkably, for µ = 0 and x > 0, the one-side map (27) with
z = 1 becomes the classical Shilnikov map35 which characterizes the
complex local dynamics in a small neighborhood of a saddle-focus
homoclinic orbit in a system with a one-scroll spiral attractor.34 The
full map (27), derived from the analytically tractable system (1),
possesses an unusual power for describing the global dynamics
inside the entire absorbing domain with large x and y, far from
the homoclinic orbit, and proving the existence of the system’s
attractors.

The map (27) is a flow-defined analog of the one suggested in
Belykh and Chua6 which maps the entire cylindrical surface S into
itself in a geometrical model of a double-scroll attractor. The map6

used the combination of the x coordinate and the phase coordi-
nate φ ∈ [0, 2π] around the cylinder to characterize the mapping
S → S. However, in contrast to (27), the map6 could not be explic-
itly related to the global dynamics of a concrete flow-defined ODE
system with a double-scroll attractor. The curvature of the cylin-
drical surface S represented the major obstacle to deriving such an
explicit global map. This is due to the fact that the corresponding
boundary for calculating the travel time τ2 from Dtop to S would
be curved, making such explicit calculations non-feasible. A way
out of this dilemma could be in considering a small fragment of
the lateral surface S around the homoclinic orbit as a flat Poincaré
section with infinitesimal x and y. However, such a map is limited
to the local behavior of trajectories in a small neighborhood of the
homoclinic orbit and cannot be used to describe the structure of the
double-scroll attractor in the entire phase space.

The conditions of Theorem 2 for the existence of the global
cross section D can be formulated in terms of the parameters of map
(27) via (17a) and (17c):

0 ≤ µ < 1, 0 < q <
√

1 − 1
r2

, (30)

where
√

1 − 1
r2

must satisfy the condition (17b).

The Jacobian determinant of map (27) is given by

J = (1 − µ)q|x|2ν−1(ν + ωy)z. (31)

As the global cross section D = Dl ∪ Dr is defined in the region

|y| <
√

r2 − 1, then due to (17c) the cofactor (ν + ωy) > 0. Thus,
the Jacobian determinant is positive for z = 1 and negative for
z = −1. The latter property is dictated by our choice of the same
(global) coordinate of systems Al and Ar so that both cross sections
Dl and Dr have the same normal vector (0, 0, 1). This choice allows
for writing the map (27) in its compact form, without the need for
introducing additional signum terms or breaking the equations into
two maps for systems for Dl and Dr, corresponding to the normal
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FIG. 4. The action of Poincaré return map T on the
two-part cross sections Dr = D1 ∪ D2 (right panel/light
green) and Dl = D3 ∪ D4 (left panel/light blue). Rectan-
gles D1 and D2 are mapped into the spiral strips TD1

and TD2, respectively (dark green). Rectangles D3 and D4

are mapped into the spiral strips TD3 and TD4, respec-
tively (dark blue). All spiral strips are plotted via the ana-
lytic formulas (35)–(37). Parameters µ = 0.2, ν = 0.3, r
= 1.02, and q = 0.196 satisfy the conditions of Theorem
3. Hereafter, the variable x is scaled by the factor h due
to (26).

vectors (0, 0, −1) and (0, 0, 1), respectively. Note that the map is
always one-to-one.

In the following, we will focus on the specific range of param-
eter 0 < ν < 1, also known as the saddle index,35 which can yield
Shilnikov spiral chaos.3 Notice that for 1/2 ≤ ν < 1, the Jacobian
determinant (31) on the cross section Dr with z = 1 is

J = (1 − µ)q|x|2ν−1(ν + ωy) < 1 (32)

since (1 − µ) < 1 and q < 1 due to (30), the new variable x < 1 due
to the scaling (26), and (ν + ωy) < 1 due to the right-hand side of
inequality (17c). Similarly, |J| < 1 on the cross-sectional domain Dl

due to the symmetry. However, when 0 < ν < 1/2, there appears
the regions in Dr and Dl :

Dexp = {|x|1−2ν < (1 − µ)q(ν + ωy), |y| <
√

r2 − 1}, (33)

where |J| > 1 and the map (27) is expanding since the saddle-
focus system A0 expands the volume due to the divergence of its
vector field divFA0 = ∇FA0 = 1 − 2ν > 0. As a result, attractors of
map (27) cannot be located entirely in the domain Dext which cor-
responds to small values of x. However, larger values of x from
Dr \ Dexp yield J < 1, providing the overall convergent properties of
the attractors whose trajectories, in addition to the region Dexp, must
also visit Dr \ Dexp.

IV. DYNAMICS OF MAP T

To prove the existence of a double-scroll attractor in the system
(1) and characterize its complex structure, we seek to analyze attrac-
tors of Poincaré return map T, given in (27). To do so, we need to
determine how the action of the map T transforms the cross sections
Dl and Dr.

A. Spiral strips as the images of cross sections D l and
D r.

We denote the borders of the subsections D1 and D2, which
form the section Dr,

lrtop =
(

x = 1, |y| <
√

r2 − 1, z = +1
)

,

lrbot =
(

x = −1, |y| <
√

r2 − 1, z = +1
)

,

l+1 =
(

0 < x < 1, y =
√

r2 − 1, z = +1
)

,

l−1 =
(

0 < x < 1, y = −
√

r2 − 1, z = +1
)

,

l+2 =
(

−1 < x < 0, y =
√

r2 − 1, z = +1
)

,

l−2 =
(

−1 < x < 0, y = −
√

r2 − 1, z = +1
)

(34)

and the segment lr0 separating D1 and D2 (Fig. 4) and given in (28).
Similarly, replacing z = 1 with z = −1 in (34) and switching the
superscripts r to l and subscripts 1 → 3, 2 → 4, we define the corre-
sponding borders lltop, llbot, l+3 , l−3 , l+4 , l−4 , ll0 of the subsections D3 and

D4 forming the section Dl.
We start by finding the first images TD1 and TD2 of the

subsections D1 and D2. Image TD1 : D1 → Dr. The subsection
D1 is bounded by four segments: its top lrtop, bottom lr0, and the

left and right sides, l−1 and l+1 (see Fig. 4). Under the action of
the map (27), all four segments are mapped into Dr = D1 ∪ D2.

The image of segment lrtop is l̄rtop =
(

x = 1, |y| < q
√

r2 − 1, z = 1
)

so that the x-coordinate is preserved under the action of the map,
whereas its size in y has contracted. The image of the segment
lr0 collapses to the point Mr(µ, 0, 1) as defined in (29). To con-
struct its image, it is convenient to represent the part of subsection

D1\
(

lrtop ∪ lr0

)

as a one-parameter foliation of vertical segments l
y
1

= {0 < x < 1, y = const ∈ [−
√

r2 − 1,
√

r2 − 1], z = 1}, including

its left and right borders, l−1 and l+1 . Therefore, the image l̄
y
1 = Tl

y
1 is

a one-parameter foliation of clockwise rotating spirals originating
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from boundary points of l̄rtop and approaching their center at point

Mr. These spirals are given in a parametric form,

l̄
y
1 :

x̄ = µ+ (1 − µ)xν
√

1 + y2 cos
(

arctan y − ω ln x
)

,

ȳ = qxν
√

1 + y2 sin
(

arctan y − ω ln x
)

,

z̄ = 1,

(35)

obtained by substituting x > 0 and z = 1 into (27), multiplying and

dividing the right-hand side by
√

1 + y2 and using trigonometric
identities

1

1 + y2
cos θ +

y

1 + y2
sin θ = cos(ψ − θ),

y

1 + y2
cos θ −

1

1 + y2
sin θ = sin(ψ − θ),

(36)

where ψ = arctan y and θ = ω ln x.
The images of the boundary segments l−1 and l+1 are the spirals

from (35), l̄−1 for y = −
√

r2 − 1 and l̄+1 for y =
√

r2 − 1,

x̄ = µ+ (1 − µ)xνr cos
(

∓ arctan
√

r2 − 1 − ω ln x
)

,

ȳ = qxνr sin
(

∓ arctan
√

r2 − 1 − ω ln x
)

,

z̄ = 1,

(37)

where the sign “−” (“+”) in “∓” stands for l−1 (l+1 , respectively).
Thus, the image TD1 is the spiral strip bounded by the horizontal

segment l̄rtop, the point Mr, and the two spirals (37) [Fig. 4 (right

panel)].
Image TD2 : D2 → Dl. The subsection D2 is bounded by four

segments: its top lr0, bottom lrbot, and the left and right sides, l−2 and
l+2 . The most prominent feature of mapping TD2 is that it maps
D2 from the right cross section Dr into the left cross section Dl,
thereby reflecting the two-scroll structure of the system’s (1) attrac-
tors. More precisely, by continuity, the border lr0 ∈ Dr maps into
point Ml(−µ, 0, −1) ∈ Dl due to (29). The image of segment lrbot

is l̄rbot =
(

x = −2µ+ 1, |y| < q
√

r2 − 1, z = −1
)

. Similarly to (35),
the images of lateral border segments l+2 and l−2 are mapped into

clockwise rotating spirals l̄±2 ,

x̄ = −µ+ (1 − µ)|x|νr cos
(

± arctan
√

r2 − 1 − ω ln |x|
)

,

ȳ = q|x|νr sin
(

± arctan
√

r2 − 1 − ω ln |x|
)

,

z̄ = −1,

(38)

with the same sign convention as in (37). The spirals l̄+2 and l̄−2
with the center at Ml bound the images of all vertical segments l

y
2

= {−1 < x < 0, y = const ∈ [−
√

r2 − 1,
√

r2 − 1], z = 1}, which
yield the spiral strip TD2, depicted in dark green in Fig. 4 (left panel).

Images TD3 : D3 → Dr and TD4 : D4 → Dl. Due to the odd
symmetry (3) of the original system (1), the mapping TD3 : D3

→ Dr is equivalent to TD2 : D2 → Dl, whereas TD4 : D4 → Dl is
equivalent to TD1 : D1 → Dr with the change x → −x, y → −y,
and z → −z in (27). Therefore, it is straightforward to obtain the
equations for the images of borders of D3 : lltop, l+3 , l−3 , ll0, similarly to

the borders of D2, and for the images of borders of D4 : ll0, llbot, l+4 , l−4 ,
similarly to the borders of D1. These images from two spiral strips
are depicted in dark blue in Fig. 4.

B. Attractors of map T

From the above analysis, we conclude that the Poincaré return
map T (27), in one iterate, transforms the global cross section D,
composed of two cross sections Dl and Dr, into four spiral strips
TD1, TD2, TD3, and TD4. As the map T is one-to-one, its subse-
quent iterate T2D ⊂ TD so that the topological attractor of (27),
A =

⋂∞
k=1 TkD, composed of all system’s limit sets, including the

stable fixed points el and er, lies in the subsequent images of the cross
sections Dl and Dr. However, depending on the system’s parameters,
this iterative process can yield two distinct outcomes, correspond-
ing to the emergence of (i) a double-scroll spiral attractor, which
contains trajectories that visit all three partitions (2) of system’s
(1) phase space or (ii) two disconnected one-scroll spiral attrac-
tors, separated in the phase space in regions Gl ∪ G0 and G0 ∪ Gr.
In terms of the map T (27), this implies that for the double-scroll
attractor to exist, the attractor must lie in all four spiral strips. That
is, the subsequent images of the spiral strips are shrinking toward
the attractor’s image; however, all four spiral strips persist to main-
tain connections between the subsections D1,2,3,4. On the contrary,
the double-scroll attractor disintegrates into two one-scroll attrac-
tors when the images of the spiral strips TkD2 and TkD3 eventually
become absorbed by TkD1 and TkD4 and disappear. In this case, the
subsections D1 and D4 become invariant under the action of the
map T. This happens when the spiral strip TD1 ⊂ D1 (TD4 ⊂ D4) so
that its subsequent images remain in D1 (D4), yielding a one-scroll
attractor. Therefore, the requirement for the spiral strip TD1 (TD4)
to belong to both D1 and D2 (D3 and D4) becomes a necessary con-
dition for the existence of a double-scroll attractor. In terms of the
system’s parameters, this condition can be formulated as follows.

Theorem 3 (Necessary condition for a double-scroll attrac-
tor’s existence): Let the conditions (17a)–(17c), ν < 1, and

0 ≤ µ <
γ

1 + γ
, (39)

where γ = ωr√
ν2+ω2

exp(− ν

ω
(π − arctan

√
r2 − 1 − arctan ν

ω
)) hold.

Then, the map T has an attractor Ads whose points lie in all four
spirals TD1, TD2, TD3, and TD4.

Proof. We aim to show that under the conditions of Theorem
3, the image of the subsection D1, the spiral strip TD1 belongs to both
subsections D1 and D2. In this way, the part of TD1 that belongs to D2

is further mapped into Dl = D3 ∪ D4, thereby connecting the cross
sections Dr = D1 ∪ D2 and Dl so that trajectories of the non-trivial
attractorAds visit all four subsections D1,2,3,4 and, therefore, lie in the
four spiral strips.

The lower bound of spiral strip TD1 is the image of the right

border of subsection D1, the spiral l̄+1 . Therefore, we need to show

that the minimum value of x̄ for l̄+1 (37) is negative so that the spiral

l̄+1 intersects the border l+0 with x = 0 and, hence, enters into D2. To

do so, we analyze the x-equation for l̄+1 in (37) and set dx̄/dx = 0 to
obtain the condition

(1 − µ)rxν−1 (ν cosϕ + ω sinϕ) = 0, (40)
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where ϕ = arctan
√

r2 − 1 − ω ln x. Similarly to (36), we transform
the expression in the brackets to satisfy (40),

ν cosϕ + ω sinϕ =
√

ν2 + ω2 sin(ϕ +2) = 0, (41)

where 2 = arctan ν

ω
. The equality (41) holds true if ϕ = kπ −2,

where k = 0, 1, 2, . . . . correspond to the alternating local x-maxima

and x-minima of spiral l̄+1 . The value ϕ∗ = π −2 corresponds to

the absolute minimum value min x̄ for l̄+1 in (37) so that

min x̄ = x̄(ϕ∗) = µ+ (1 − µ)r(x∗)
ν cos(π −2)

= µ− (1 − µ)r(x∗)
ν ω
√
ν2 + ω2

, where (42)

x∗ = exp

(

−
1

ω

(

π − arctan
√

r2 − 1 − arctan
ν

ω

)

)

. (43)

If min x̄ < 0, then the lowest point of the spiral TD1 lies below the
line x = 0, which corresponds to the upper border of the subsection
D2, l

r
0. Therefore, TD1 ∩ D2 6= ∅. Thus, setting min x̄ < 0 in (42) and

solving it for µ, we arrive at the inequality (39).
To complete the proof, we note that the conditions (17a)-(17c)

are required for the cross sections Dl and Dr to be the global cross
sections due to Theorem 2. �

Theorem 3 provides necessary conditions for the existence of a
double-scroll attractor confined inside the four spiral strips. There-
fore, it remains to prove that this attractor has a chaotic component.
To make our analysis more focused, we limit our attention to a par-
ticular choice of parameters that satisfy Theorem 3: µ = 0 and ν <
1. Recall that µ = 0 corresponds to the formation of two Shilnikov
homoclinic orbits to the saddle-focus O, which, due to the odd sym-
metry, form a figure-eight linkage. The condition ν < 1 guarantees
that there exist countably many saddle periodic orbits in a small
vicinity of each (one-scroll) saddle-focus orbit in the system (1) with
α = αh (µ = 0). This property is due to the Shilnikov saddle-focus
theorem3 and its extension to Filippov piecewise-smooth systems.28

As discussed in Sec. III, the one-side map (27) for the global dynam-
ics in the cross section D1 coincides with the classical Shilnikov
map35 for the local dynamics near a one-scroll homoclinic orbit.
Hence, it is straightforward to extend Shilnikov’s local analysis35–37

to the global dynamics by analytically demonstrating the existence
of Smale horseshoes,38 associated with a global chaotic set lying in
D1 (and in D4 due to the symmetry). This analysis will serve the pur-
pose of showing that the double-scroll attractor contains a chaotic
set. In the following, we will present such a proof; however, we will
also take the extra step and reveal the additional, hidden complex-
ity of the double-scroll attractor due to the interactions of between
different horseshoes and their preimages.

V. COMPLEXITY OF THE ATTRACTOR AT THE
FIGURE-EIGHT HOMOCLINIC BIFURCATION

Hereafter, we consider the map (27) for µ = 0, ν < 1 corre-
sponding to the Shilnikov condition.3

A. Trapping region for the double-scroll attractor

The map (27) has two stable fixed points, el(x = −1,
y = 0, z = −1) ∈ Dl and er(x = 1, y = 0, z = 1) ∈ Dr with multipli-
ers s1 = ν < 1 and s2 = q < 1 (pink solid circles in Fig. 4). These
two stable fixed points are the traces of two stable foci el,r from
the original system (1). Recall that for µ = 0, which corresponds to
α = αh in Theorem 1, the absorbing domain of system (1) is
bounded by the limit cycle C1, depicted in Fig. 3(b). In terms of
the map (27), this limit cycle corresponds to the stable period-2
orbit o1(x = ∓1, y = 0, z = ±1) with multipliers s1 = ν2 < 1 and
s2 = q2 < 1 (Fig. 5). Thus, for the double-scroll attractor to exist,
there must be saddle points/orbits whose stable manifolds separate
the attractor from the stable point er (el) in D1 (D4) and the stable
period-2 orbit o1 alternating between D2 and D3. While deriving the
explicit coordinates of such saddle points is not feasible, proving
their existence is straightforward. The equations for finding fixed
points of the map (27) with µ = 0 and z = 1 are

x = |x|ν
(

y sin
(

ω ln |x|
)

+ cos
(

ω ln |x|
) )

,

y = q|x|ν
(

y cos
(

ω ln |x|
)

− sin
(

ω ln |x|
) )

.
(44)

Searching for fixed points in D1 with x > 0, we omit the absolute
value sign in (44) to arrive at the condition

Q(x) = cos(ω ln x)−
qxν + x1−ν

1 + qx
= 0,

ys =
qxνs sin(ω ln xs)

qxνs cos(ω ln xs)− 1
.

(45)

The equation Q(x) = 0 has the solution x = 1, which corresponds
to the stable fixed point er. The transcendental equation (45) for
finding its other roots cannot be solved in a closed form. However,
we can demonstrate that it has exactly one root on the inter-

val x ∈ (x̃, 1), where x̃ = e− π
2ω is chosen as a reference point that

simplifies the analysis. The derivative Qx(1) = −(1 − ν)(1 − q)/
(1 + q) < 0 as ν < 1 and q < 1, and therefore, for x = 1 − ε with
a small ε > 0 , the function Q(x) is positive. On the other hand, the
function Q(x̃) < 0 for x̃ = e− π

2ω < 1. Hence, the equation Q(x) = 0
has the solution x = xs ∈ (x̃, 1), which yields the fixed point es1

= (xs, ys, z = 1). Moreover, this fixed point is unique on the inter-
val x ∈ [x̃, 1]. Indeed, it is straightforward to show that the function
Q(x) changes its sign only once on the interval (x̃, 1) as the deriva-
tive Qx(x) monotonically increases with decreasing x from x = 1 to
x = x̃. As the fixed point er is a stable node with real multiplies s1

and s2, the other fixed point, es1, may not be stable. Given the strong
contraction along the y-coordinate in (27), the fixed point es1 is a
saddle with a stable manifold aligned along the y-coordinate and an
unstable manifold reaching out to er (Fig. 5). By symmetry, there
also exists its symmetrical counterpart in Dl, the saddle fixed point
es2 = (−xs, −ys, z = −1).

Similarly, it is straightforward to demonstrate the existence
of a period-2 saddle orbit o2 = (x = ∓xs, y = ∓ys, z = ±1) whose
∓ alternating coordinates are odd-symmetric to the saddle fixed
points, es1,s2, respectively. Indeed, it follows from the map (27)
that T(xs, ys, −1) = (−xs, −ys, 1). Hence, the equation for finding
period-2 fixed points of (27) coincides with (45), and the same
argument used for demonstrating the existence and stability of
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FIG. 5. Mutual arrangement of horseshoes and pre-im-
ages in cross sections Dl (left) and Dr (right) at the fig-
ure-eight homoclinic bifurcation. All images and preimages
are calculated analytically via explicit formulas (37) and (38)
and (50)–(55). The same color indicates the image and
its own preimage. For illustrative purposes, saddle fixed
points es1 and es2 are displaced from their actual loca-
tions xs = ±0.948, ys = ±0.046. Parameters: ν = 0.8,
ω = 2, r = 1.07, µ = 0, q = 0.318.

period-1 fixed points es1,s2 applies to o2. Finally, we mention that
the stable invariant manifolds of saddles es1,s2 and period-2 saddle
orbit o2 are smooth integral curves x = ξi(y), |y| ≤

√
r2 − 1, ξi ∈ Di,

i = 1, 4, which form the trapping region 6 = 6l ∪6r, which con-
fines non-trivial attractors of map (27), where

6r =
(

ξ2(x, y) < x < ξ1(x, y), |y| ≤
√

r2 − 1, z = 1
)

,

6l =
(

ξ4(x, y) < x < ξ3(x, y), |y| ≤
√

r2 − 1, z = −1
)

.

(46)

Again, writing the explicit expression for functions ξ1,2,3,4 is out of
reach. However, it is straightforward to show that in the limit of
small q � 1, the stable manifolds Ws

es1
(Ws

es2
) of es1 (es2) are approx-

imated by a Taylor series in q : x = ξ1 = xs1 + k1q(y − ys)+ · · · , z
= 1 (x = ξ2 = xs2 + k2q(y − ys)+ · · · , z = −1), where k1,2 are
coefficients from the linearization about the fixed point. Similarly,
the stable manifolds Ws

o2
of period-2 saddle orbit o2 can be approx-

imated by x = ξ3,4 = xs2,s1 + k3q(y − ys)+ · · · , z = ∓1, where k3 is
a coefficient from the linearization about o2. Note that for small q,
the saddle fixed point es1 (es2) is located very close to the stable fixed
point e1 (e2), and its stable manifolds Ws

es1
(Ws

es2
) practically coin-

cide with the upper border of section Dr, lrtop (Dl, lltop). The same

claim carries over to the mutual arrangement of period-2 orbits o1

and o2, whose stable manifolds Ws
eo2

coincide with the lower borders

of Dr,l, the lines lrbot and llbot. Figure 5 illustrates these arrangements.
Notably, even for non-small q = 0.318, the saddle fixed points es1,2

and period-2 orbit o2 still lie quite close to their counterparts e1,2

and o1. To better highlight the trapping region, we knowingly dis-
placed the points es1,2 and period-2 orbit o2 in Fig. 5 away from their
actual locations. In reality, the trapping region (46) for a double-
scroll attractor practically coincides with the entire sections Dr and
Dl for a large set of parameters satisfying Theorem 3.

To uncover the complexity of the attractor’s structure confined
inside the parts of four spirals lying inside the trapping region 6
bounded by the stable manifolds of es1,2 and o2, we start bookkeeping
the images and preimages of these spiral parts.

B. Images and preimages of the spiral strips

Each of the four spiral strips TDj, j = 1, 4, contains two sets
of infinitely many arc strips obtained by cutting the spiral strip by

the line x = 0 (one set for x > 0 and one for x < 0) (Fig. 4). All
attractors of the map T lie in possible intersections between the spi-
ral strips and their preimages. Overall, there are eight intersection
sets

Hij = TDi ∩ Dj, (47)

where the permissible intersections are defined by pairs {ij},
i, j = 1, 4, given by the graph G (Fig. 6) with the adjacency matrix,

G =







1 1 0 0
0 0 1 1
1 1 0 0
0 0 1 1






. (48)

For example, the sets H11 and H12 are non-empty, but the
intersection set H13 = TD1 ∩ D3 = ∅ since there is no edge 13 in

the graph G. Each permissible set Hij =
∞
⋃

n=0

Hn
ij consists of the first

stretch of the spiral strip TDi, H0
ij, connecting x = 0 with x = ±1,

FIG. 6. Transition graph G for the action of map T on four subsections D1,2,3,4.
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and the arc strips Hn
ij, n = 1, 2, . . . , ∞, where the index n corre-

sponds to the nth scroll of spiral strip TDi. Here, H1
ij indicates the

largest arc with n = 1. Hereafter, we call the first stretches H0
ij and

arc strips Hn
ij, “sleeves” and “horseshoes,” respectively. Figure 5 illus-

trates the mutual arrangements of the sleeves and horseshoes and
justifies the terms’ choice.

We denote the preimages of the sleeves and horseshoes as

σij =
∞
⋃

n=0

σ n
ij = T−1Hij, where σ n

ij = T−1Hn
ij.

For example, the union of preimages σ11 and σ12 [multiple green and
red horizontal segments in Fig. 5 (right)] constitutes the section D1.
In the following, we will characterize the essential role of the horse-
shoes and their preimages in the formation of a chaotic component
of attractor Ads.

1. Preimages of H11 and H12

Recall that the set H11 (lying in D1 with x > 0) and H12 (lying
in D2 with x < 0) constitutes the spiral strip TD1. The intersection
set H11 consists of the sleeve H0

11, emanating from the top border of
D1, lrtop, and ending at the lower border of D1, lr0, and the horseshoes

H1,2,...,∞
11 starting from and ending at lr0 with x = 0. Therefore, the

borders of the preimages of sleeve and horseshoes, σ n
11 = T−1Hn

11,
n = 0, 1, . . . , ∞ can be found by setting x̄ = 0 in (27) with x > 0
and µ = 0 and solving for x and y. This yields a set of level curves

x(1)k = exp

(

−
1

ω

(

− arctan y +
π

2
+ πk

)

)

, |y| <
√

r2 − 1, (49)

where k = 0, 1, . . . , ∞ is an auxiliary index to be specified differ-
ently in several expressions below, and the superscript (·)(1) indicates
the relation to section D1. The expression (49) is obtained by using
trigonometric identities similar to (36).

The preimages σ11 =
∞
⋃

n=0

σ n
11 are an infinite set of level strips

bounded by level curves (49) such that

σ n
11 = {x, y | x(1)k < x < x(1)k−1, |y| <

√

r2 − 1}, (50)

where k = 2n, n = 0, 1, . . . , ∞, and x(1)−1 ≡ 1 corresponds to the top
border lrtop. These preimages are depicted by the dark green stripes

in Figs. 5 and 7.
The horseshoes Hn

12, n = 1, . . . , ∞ correspond to the spiral
scrolls of TD1 in the region x < 0. Therefore, their preimages

σ12 =
∞
⋃

n=1

σ n
12 lie between the strips σ n

11 and are given by the similar

inequalities

σ n
12 = {x, y | x(1)k < x < x(1)k−1, |y| <

√

r2 − 1}, (51)

where k = 2n − 1, n = 0, 1, . . . , ∞ (red stripes in Figs. 5 and 7).

2. Preimages of H23 and H24

The intersection sets H23 and H24 constitute the spiral strip
TD2 ⊂ (D3 ∪ D4). The map (27) in D2 takes the form

x̄ = |x|ν
(

y sin
(

ω ln |x|
)

+ cos
(

ω ln |x|
) )

,

ȳ = q|x|ν
(

y cos
(

ω ln |x|
)

− sin
(

ω ln |x|
) )

,

z̄ = −1.

(52)

Therefore, the borders of preimages σ23 = T−1H23 can be calculated,
similarly to (49), from the map (52) with x̄ = 0,

x(2)k = −x(1)k , k = 0, 1, . . . , ∞. (53)

Hence, the preimages σ23 =
∞
⋃

n=0

σ n
23 are defined as

σ n
23 = {x, y | x(2)k−1 < x < x(2)k , |y| <

√

r2 − 1}, (54)

where k = 2n, n = 0, 1, . . . , ∞ and x(1)−1 ≡ 1 (yellow stripes in Figs. 5
and 7).

The preimages σ n
24 (light green stripes in Figs. 5 and 7) alternat-

ing with σ n
23 to fill in the entire section D2 are given by

σ n
24 = {x, y | x(2)k−1 < x < x(2)k , |y| <

√

r2 − 1}, (55)

where k = 2n − 1, n = 1, . . . , ∞.
Similarly, the preimages of the intersection set H31 and H32 (H43

and H44) forming the spiral strip TD3 (TD4) can be obtained from
(50), (51), (54), (55) by the virtue of the symmetry (3) and the map
(27). Figures 5 and 7 display the preimages σ31, σ32, σ43, and σ44,
which fill in the entire section Dl (Fig. 5). In an analogous sense, this
process of constructing the preimages can be viewed backward as
the process of shredding a printer paper (the cross section D1) into
imperfectly shaped slices of various widths (the preimages σ31, σ32,
σ43, and σ44).

C. Smale horseshoes as a classical criterion for the
attractor’s complexity

Toward our goal of showing that the double-scroll attractor
confined inside the trapping region has a chaotic component, we
first demonstrate the existence of Smale horseshoes39 that guarantee
that the attractor at the figure-eight homoclinic bifurcation contains
countably many saddle orbits. To do so, we need to show that the
preimage σ n

11 (σ n
44) can be transversely intersected by its image Hn

11

(Hn
44). This amounts to considering the figure-eight homoclinic link-

age as a combination of the Shilnikov homoclinic orbit, formed by
Wu

1 in the region Gr ∪ G0 and its symmetrical counterpart, formed
by Wu

2 in the region Gl ∪ G0 (Fig. 2). Each homoclinic orbit is associ-
ated with a separate set of Smale horseshoes that are located in either
D1 or D4. Thus, we follow the classical approach due to Shilnikov35 to
demonstrate the complexity of trajectories’ induced by each homo-
clinic orbit, except that our analysis relates to the global structure of
the system’s limit set beyond the small neighborhood of the homo-
clinic orbits. The following assertion connects the existence of Smale
horseshoes to the saddle index ν < 1.
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FIG. 7. Illustration of Theorem 4. All horseshoes and
preimages are calculated analytically. The notations and
color-coding are as in Fig. 5. The insets magnify the vicin-
ity of the saddle-focus equilibrium. Parameters: ν = 0.6,
ω = 3, r = 1.01, µ = 0, q = 0.126.

Theorem 4 (Sufficient condition for the existence of Smale
horseshoes): Under the conditions of Theorem 3, µ = 0, and

ν <
2n0 − 1

2n0

, n0 ≥ 1, (56)

the nonlocal trapping region 6 contains an infinite number of Smale
horseshoes Hn

11 ∩ σ n
11 (Hn

44 ∩ σ n
44) for n = n0, n0 + 1, n0 + 2, . . ..

Proof. Theorem 3 guarantees that the double-scroll attractor
lies in the four spiral strips. The condition µ = 0 implies the exis-
tence of the figure-eight homoclinic linkage in the system (1). To
prove the claim of Theorem 4, it is sufficient to derive the con-
ditions under which the horseshoe Hn

11 transversely intersects its
image σ n

11. This is true if the maximum point of the lower bound
of Hn

11 lies above the top border of the preimage σ n
11 (for exam-

ple, compare the mutual arrangement of H1
11 and σ 1

11 in Fig. 7). To
demonstrate this property, we first calculate extreme points of the
horseshoes Hn

11 whose boundaries are given by the upper arcs of the

spirals l̄−1 and l̄+1 (37). To do so, similarly to the proof of Theorem
3, we set dx̄/dx = 0 in (37) to obtain the condition (41) with
ϕ = ∓ arctan

√
r2 − 1 − ω ln x and2 = ∓ arctan ν

ω
. Hereafter, “−”

(“+”) in “∓” corresponds to l̄−1 ( l̄−1 ). Therefore, the local x-minima
and x-maxima are reached at the points,

x = x−(+)
k = exp

(

1

ω

(

−πk + arctan
ν

ω
∓ arctan

√

r2 − 1
)

)

,

(57)
where k = 1, 2, . . . . Hence, the corresponding local x-minima and
x-maxima are

x̄
(

x−(+)
k

)

= (−1)k rω√
ν2+ω2

(

x−(+)
k

)ν

, k = 1, 2, . . . . (58)

Comparing the values in (58), we conclude that the lower maximum
point of the nth horseshoe Hn

11 is

x−
max=

rω
√
ν2 + ω2

(

x−
2n

)ν
,

y−
max= − q

rν
√
ν2 + ω2

(

x−
2n

)ν
, n = 1, 2, . . . .

(59)

If this point lies higher than the top boundary of preimage σ n
11 given

by the equation

x(1)2n−1 = exp

(

1

ω

(

arctan y −
π

2
− π(2n − 1)

)

)

(60)

with |y| ≤
√

r2 − 1, then σ n
11 and Hn

11 form the Smale horseshoe Sh11
n .

Thus, we obtain sufficient conditions for the existence of the Smale
horseshoe Sh11

n ,

rω
√
ν2 + ω2

(x−
2n)

ν
> exp

(

1

ω

(

arctan y−
max−

π

2
− π(2n − 1)

)

)

.

(61)
This inequality further transforms into

R > e
1
ω (arctan

√
r2−1− π

2 −arctan |y−max|−2πn( 2n−1
2n −ν)), (62)

where R = r√
1+( νω )

2
exp

(

ν

ω
arctan ν

ω

)

. Since r > 1 and 1√
1+( νω )

2

e
ν
ω arctan ν

ω > 1 for any ν

ω
> 0, we conclude that R > 1. Therefore,

under the condition (56), the power of the exponent on the right-
hand side of inequality (62) is negative for n = n0. Thus, the inequal-
ity is valid for any n = n0, n0 + 1, n0 + 2, . . ., as the function 2n−1

2n

increases. Due to the symmetry, the same proof and the condition
(56) apply to the Smale horseshoe Hn

44 ∩ σ n
44. �

Remark 2: The condition (56) gives the order in which horse-
shoes Hn

11 (Hn
44) turn into Smale horseshoes, thereby suggesting that

the limit set of trajectories becomes more complex by decreasing the
saddle index ν < 1. This set reaches its maximum complexity when
ν < 1/2 so that all horseshoes Hn

11 (H
n
44), n = 1, 2, . . . generate Smale

horseshoes. Note that each Smale horseshoe induces a set of count-
ably many saddle periodic orbits whose symbolic representation has
an alphabet of the Bernoulli shift consisting of two symbols.39

Thus, collecting the statements of Theorems 1–4, we conclude
that the system (1) has a global double-scroll attractor with a chaotic
component determined by an infinite number of Smale horseshoes.
In the following, we will show that the attractor’s structure also con-
tains an additional, hidden set of saddle periodic trajectories due to
multi-periodic interactions between the horseshoes.
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FIG. 8. The classical Smale horseshoes σ 1
11 → σ 1

11

(green) and σ 1
44 → σ 1

44 (purple) co-exist with the peri-

od-two Smale horseshoeσ 1
32 → σ 1

23 → σ 1
32 (the combina-

tion of the gray and yellow arcs and strips). The black areas
display the intersections of the images and preimages. All
horseshoes and their preimages are calculated analytically
via explicit formulas (37)–(38) and (50)–(55). Parameters
are as in Fig. 7.

D. The hidden complexity of the double-scroll
attractor

So far, we have concentrated on the classical Smale horse-
shoes whose initial formation requires one iterate of map (27) that
makes the horseshoe Hn

11 transversely intersect its own preimage σ n
11.

Obviously, the intersection of a horseshoe with its own preimage is
required to yield an infinite set of saddle periodic orbits. However,
this formation may take more than one iterate, yielding a multi-
period Smale horseshoe, where the period indicates the number of
iterates required to complete the loop and return the horseshoe back
to the preimage. We will first explain the formation of a period-two
Smale horseshoe in the section D3 and then make general state-
ments on the emergence of multi-period and infinite-period Smale
horseshoes.

For illustrative purposes, we begin with the preimage σ 1
32 ⊂ D3

and its image, horseshoe H1
32 ⊂ D2 (Fig. 8), which intersects the

preimage σ 1
23 ⊂ D2. In turn, the horseshoe H1

23 ⊂ D3 and intersects
the preimage σ 1

32. Assume that these intersections are transversal
(we will formalize this assumption later in this subsection). Thus,
in two iterates, this sequence leads to the formation of the period-
two Smale horseshoe Sh1

2 = σ 1
32 → σ 1

23 → σ 1
32. The non-wandering

hyperbolic set associated with the period-two Smale horseshoe
Sh1

2 lies in four regions (σ 1
32 ∩ H1

23) ∪ (σ 1
23 ∩ H1

32) and, therefore, is

topologically conjugate to the Bernoulli shift on four symbols. Note
that this alphabet of 2p symbols differs from the two-symbol alpha-
bet of the classical Smale horse by a factor of period p = 2. Figure 8
displays the formation of this period-two Smale horseshoe. It is
convenient to view this formation process as a period-two chain
of interacting horseshoes. In terms of the transition graph G (48)
with vertices (1, 2, 3, 4) corresponding to the sections D1, D2, D3, D4,
this period-two chain inducing Sh1

2 can be represented by an infinite
length sequence 323232 . . .

This argument applies to the full set of period-two Smale horse-
shoes Shn

2 = σ n
32 → σ n

23 → σ n
32 for n = 1, 2, . . .. As the formation

of a Smale horseshoe, which yields a hyperbolic limit set of tra-
jectories, requires transversal intersections between the preimages
and images, we will call such Smale horseshoes hyperbolic. Oth-
erwise, we will refer to the chains of interacting horseshoes with
non-transversal intersections as elliptic. Such elliptic chains generate
stable periodic orbits. The following assertion gives the condition for
the Smale horseshoes Shn

2 to be hyperbolic.
Theorem 5: Let the condition (56) hold. Then, there exist

an infinite number of period-two hyperbolic Smale horseshoes Shn
2

= σ n
32 → σ n

23 → σ n
32 with n = n0, n0 + 1, n0 + 2, . . ..

Proof. This simple assertion can be proven similarly to
Theorem 4. It is sufficient to show that if the lower maximum point
of the nth horseshoe Hn

23 lies above the upper border of preimage

FIG. 9. Period-three Smale horseshoe. The arrow lines
indicate the transition chain of preimages σ 2

31 → σ 2
12 →

σ 2
23 → σ 2

31. Parameters are as in Fig. 7.
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FIG. 10. Period-four Smale horseshoe σ 2
31 → σ 2

12 →
σ 2
24 → σ 2

43 → σ 2
31. The notations and parameters are as

in Fig. 8.

σ n
32 (Fig. 8), then σ n

32, σ
n
23, Hn

23, and Hn
32 yield transversal intersections

and form a period-two hyperbolic Smale horseshoe. Due to the sym-
metry, the equations for the coordinates of the maximum point and
the upper border, respectively, coincide with (59) and (60), subject
to the sign change in y. Therefore, the inequality (56) guarantees the
transversal intersections. �

Remarkably, the action of the map T can induce multi-period
Smale horseshoes, which may involve interactions between the
horseshoes from different sections as in the example above or inter-
actions within one section (D1 or D4). In the latter case, such
multi-period Smale horseshoes are induced by a one-scroll Shilnikov
homoclinic orbit. In general, a hyperbolic period-p Smale horse-
shoe Sh

n1
p corresponds to the transition chain of preimages: σ

n1
i1 j1

FIG. 11. Schematic representation of a period-seven Smale horseshoe formed
withinD1. The same color indicates horseshoeH

i
11 and its image σ

i
11 (not labeled).

The solid arrow curve corresponds to the chain σ 7
11 → σ 6

11 → · · · → σ 1
11 →

σ 7
11. Each solid arrow indicates that the initial image σ i

11 becomes connected to

the image σ
j

11 by the horseshoe H
i
11 (note the color labeling). The dashed curve

displays the transition of the intersection sets (black) along the chain. For example,
the red strip generates the red horseshoe, which intersects the blue strip, which
in turn generates the blue horseshoe so that this process becomes cyclic.

→ σ
n2
i2 j2

→ · · · → σ
np

ip jp
→ σ

np+1

ip+1 jp+1
= σ

n1
i1 j1

, where il+1 = jl, such that

the image Hil jl
= Tσil jl

of each element σil+1 jl+1
of the chain trans-

versely intersects the subsequent element σjl jl+1
so that

Hil jl
∩ σjl jl+1

6= ∅, l = 1, p. (63)

The limit set of the trajectories generated by the period-p Smale
horseshoe is the Cantor set located in the intersections (63) with the
topological alphabet with 2p symbols. The following theorem gives
the conditions for the intersections (63) to be transversal.

Theorem 6 (Sufficient conditions for the formation of
hyperbolic multi-period Smale horseshoes): Let the conditions of
Theorem 3, µ = 0, and

ν <
2n − 1

2m
, n = 1, 2, . . . , (64)

where m = n + k, k ≥ 1 hold. Then, for each n,

A.The preimage σ n
11 transversely intersects k horseshoes Hn+i

11 : σ n
11 ∩

(
k
⋃

i=1

Hn+i
11 ), where the index i = 1, . . . , k represents the ordering

due to the decreasing size of the horseshoes compared to Hn
11.

B.The preimage σ n
44 transversely intersects k horseshoes Hn+i

44 : σ n
11 ∩

(
k
⋃

i=1

Hn+i
11 ).

C.The preimage σ n
23 transversely intersects k horseshoes Hn+i

32 : σ n
23 ∩

(
k
⋃

i=1

Hn+i
32 ).

D.The preimage σ n
32 transversely intersects k horseshoes Hn+i

23 : σ n
32 ∩

(
k
⋃

i=1

Hn+i
23 ).

Proof. The proof of Claim A is similar to that of Theorem 4.
We need to show the maximum point of the lower bound of the mth
horseshoe Hm

11 with the coordinates [see (59)],

xl
max = rω√

ν2+ω2

(

xl
2m

)ν
,

yl
max = −q rν√

ν2+ω2

(

xl
2m

)ν
,

m = n + k, n = 1, 2, . . . , (65)
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FIG. 12. Schematic representation of a period-eight
Smale horseshoe formed by the transitions between sec-
tionsD2 andD3. The notations are as in Fig. 11. The reader
is invited to follow the arrows to detect the formation of the
period-eight Smale horseshoe, similar to Fig. 11. Due to the
cyclic structure, the choice of the initial preimage (strip) is
arbitrary.

lies above the top border of the preimage σ n
11 [see (60)]. This results

in the inequality

R > e
1
ω (ν arctan

√
r2−1− π

2 −arctan |yl
max |−π(2n−1)+2mνπ), (66)

where R is defined in (62). Under the condition (64), the power
of the exponent on the right-hand side of inequality (62) is nega-
tive, and since R > 1, the condition (66) holds true. This concludes
the proof of Claim A. Due to the symmetry (3) preserving the
sizes and mutual arrangements on the corresponding preimages and
horseshoes, Claim A implies Claims B–D. �

Theorem 6 highlights the crucial role of the saddle index ν
in inducing multi-period Smale horseshoes. It follows from (64)
that decreasing ν increases the number of intersections k, thereby
connecting more horseshoes and inducing hyperbolic multi-period
Smale horseshoes. For example, n = 2kν+1

2(1−ν) with k = 1 corresponds

to the index of the preimage σ n
11, which becomes connected to its

neighbor σ n+1
11 (via the horseshoe Hn+1

11 ). Note that for ν < 1
4
, the

condition (64) with k = 1 gives n > 1, indicating that each preimage
σ n

11, including the preimage σ 1
11 of the largest horseshoe H1

11, is con-
nected to its neighboring preimage σ 1

11. As a result, there emerges
the hyperbolic period-two Smale horseshoe Sh1

2 = σ 1
11 → σ 2

11 →
σ 1

11, which corresponds to a limit set of trajectories lying far away
from the neighborhood of the Shilnikov homoclinic orbit. In accor-
dance with (64), increasing k prevents the participation of some
large preimages (with small superscript indexes) in the formation of

multi-period hyperbolic horseshoes; however, it significantly pro-
motes the overall connectivity among the other smaller preimages
and potentially leads to the emergence of hyperbolic infinite-period
Smale horseshoes with p → ∞. In accordance with Theorem 6, this
argument also applies to the emergence of period-p Smale horse-
shoes from interactions between preimages from different cross
sections.

Figure 8 demonstrates that in addition to the classical hyper-
bolic set of (period-one) Smale horseshoes Shn

n : σ n
11 → σ n

11 defined
by Theorem 4, there exists a somewhat hidden hyperbolic set rep-
resented by period-two Smale horseshoes Shn

2 : σ n
32 → σ n

23 → σ n
32.

Examples of higher period-p Smale horseshoes, which always co-
exist with infinitely many classical (period-one) Smale horseshoes,
are depicted in Fig. 9 (for Sh2

3 : σ 2
12 → σ 2

23 → σ 2
31 → σ 2

12 with p = 3)
and Fig. 10 (for Sh2

4 : σ 2
12 → σ 2

24 → σ 2
43 → σ 2

31 → σ 2
12 with p = 4).

Note that the period-four Smale horseshoe of Fig. 10 connects four
horseshoes from all sections D1,2,3,4 so that the saddle orbits asso-
ciated with this period-four Smale horseshoe visit all four sections
D1,2,3,4 in the ascending order. Obviously, for p ≥ 5, this order can-
not be respected, and the trajectory stays in D1 or D4 at least twice in
a row.

Figure 11 schematically illustrates the formation of period-p

Smale horseshoes Shmix
p = (σ n

11 → σ
n+p−1
11 → σ

n+p−2
11 → · · ·

→ σ n+1
11 → σ n

11) with p = 7 on the cross section D1. Note that all
(infinitely many) intersections of the horseshoes and preimages
are involved in other chains of various periods. The set of these

FIG. 13. The role of saddle index ν in enriching the
complexity of the double-scroll attractor. The bifurcation
diagram of map (27) calculated numerically from 2000
initial conditions uniformly chosen for each value ν

from x ∈ [−1, 1] with y = 0. The red solid curves
xmax(H

1
31) and xmin(H

1
12) trace the x-maximum value of

horseshoe H1
31 and the x-minimum value of horseshoe

H1
12. The curves are calculated analytically via xmax

= rω√
ν2+ω2

e
−ν
ω (π−arctan

√
r2−1−arctan x

ω ) and xmin

= −xmax. The dashed black curves display the
x-coordinates of saddle fixed point xs and saddle peri-
od-two orbit o2. Parameters are µ = 0 (corresponding to
the figure-eight homoclinic orbit), ω = 3, q ≈ 0 due to
β = 160.
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chains essentially complements the classical set of Smale horseshoes
Shn

1 = (σ n
11 → σ n

11). Finally, Fig. 12 displays the formation process
of a period-eight Smale horseshoe, which involves the interactions
between cross sections D3 and D2 and associated with the following
transition chain:

Sh14321
8 : σ 1

32 → σ 4
23 → σ 4

32 → σ 3
23 →

→ σ 3
32 → σ 2

23 → σ 2
32 → σ 1

23 → σ 1
32.

Notably, the addition of pairs σ i
23 → σ i

32, i = 5, 6, . . . can lead to
an infinite series of period-p Smale horseshoes with p = 2i, which
become infinite-period Smale horseshoes in the limit of p → ∞.
Note that this induces a hyperbolic set with an infinite symbol
topological alphabet.

In addition to the complexity associated with infinitely many
transversal period-p Smale horseshoes, there always exist non-
transversal intersections between some horseshoes and preimages,
thereby inducing the elliptic chains of preimages. Such chain con-
tain elements that correspond to tangencies between the stable
and unstable invariant manifolds of saddle orbits, which induce
stable orbits with a small basin of attractors, corresponding to
Newhouse regions.40,41 The presence of these stable orbits makes
the double-scroll attractor a quasi-strange attractor, often called a
“quasiattractor.”35 Figure 13 displays a bifurcation transition in the
map (27) as a function of the saddle index ν. It indicates the emer-
gence of alternating chaotic and periodic windows typical for chaotic
double-scroll attractors. Remarkably, Fig. 13 provides evidence of
the increasing contribution of multi-period Smale horseshoes into
strengthening the chaotic component of the double-scroll attrac-
tor with decreasing saddle index ν. Indeed, in accordance with
Theorem 6, decreasing saddle index ν increases the connectivity of
the horseshoes, thereby generating multi-period Smale horseshoes
with smaller indexes n corresponding to saddle trajectories visit-
ing the entire trapping region of the attractor (note the increased
attractor’s size at ν = 0.25).

To further emphasize the complexity of the hidden chaotic set
associated with multi-period and infinite-period Smale horseshoes
contained inside the double-scroll attractor, we point the reader to
the following statement. For any infinite one-sided sequence of ver-
tices (1, 2, 3, 4) generated by graph G and governing the transition
between cross sections D1,2,3,4, there exists at least one hyperbolic
infinite-period Smale horseshoe for sufficiently small ν chosen in
accordance with Theorem 6. The complexity of the underlying
Cantor set can be illustrated by an example of an infinite-period
chain, which corresponds to a randomly chosen infinite sequence
23111124444323231 . . . , subject to the graph G. Remarkably, the
cardinality of the hyperbolic set of such sequences is a continuum.

VI. CONCLUSIONS

In this paper, we gave constructive proof for the existence
of a quasi-strange double-scroll attractor in a piecewise-smooth
ODE system with explicit solutions. We derived a flow-defined
Poincaré map for all trajectories inside the system’s absorbing
domain and analyzed the complexity of the double-scroll attractor
at the figure-eight Shilnikov homoclinic bifurcation. We discov-
ered that the double-scroll attractor contains a chaotic component
that is determined by multi-period or even infinite-period chains

of intersections between different horseshoes and their preimages,
generated by the action of the map on two Poincaré cross sec-
tions. By the analogy with the classical Smale horseshoe that is
formed by the intersection of a horseshoe with its own preimage
in one iterate of the map, we referred to these iterative chains that
return the preimage back to itself in several iterates as multi-period
Smale horseshoes. We derived the conditions under which a given
multi-period Smale horseshoe is transversal and, therefore, yields
countably many saddle periodic orbits. These conditions connect
the size and order of multi-period Smale horseshoes with the sad-
dle index. They provide an ordering in which decreasing the saddle
index induces additional long-period Smale horseshoes. Remark-
ably, a sufficiently small saddle index leads to the emergence of
infinite-period Smale horseshoes, which contribute to the hidden
complexity of the double-scroll attractor. Given a countable set of
infinite-period Smale horseshoes, there always exist elliptic chains
of preimages that contain at least one non-transversal intersection
between a horseshoe and a preimage, thereby inducing weakly sta-
ble non-periodic orbits and making the double-scroll attractor a
”quasi-attractor.”

The destruction of the figure-eight homoclinic orbit under
the change of parameter µ decreases the number of multi-period
Smale horseshoes and, therefore, decreases the complexity of the
double-scroll attractor up to its split into two spiral attractors at the
critical value of µ given in Theorem 3. The detailed analysis of this
transition is a subject of future study.

As the double-scroll attractor of our piecewise-smooth system
shares the main properties of its smooth counterparts, our analysis
may suggest that the global structure of the classical Chua attractor
and other figure-eight attractors might be more complex than pre-
viously thought. Our approach can also be extended to analyze the
structure of multi-scroll attractors whose hidden complexity defined
by infinite-period Smale horseshoes is expected to be enhanced by
the multi-scroll interactions. Such multi-scroll attractors can be cre-
ated by duplicating the double-scroll attractor and shifting it along
the line connecting the stable focus equilibria, el and er. This pro-
cess results in the stable focus el taking the place of er, while the
stable focus er at a further shift produces an additional scroll, gen-
erating a three-scroll attractor. Continuing this duplication process
can create an analytically tractable piecewise-smooth system with a
saddle-focus chaotic attractor with any number of scrolls.

In this work, we concentrated on uncovering the double scroll’s
hidden complexity rather than synthesizing a hidden attractor.
However, it is worth noting that the saddle-focus attractor in our
piecewise-smooth system co-exists with two stable focus equilibria el

and er and may also be viewed as a hidden attractor as it is separated
from the fixed points by the saddle limit cycles. Our approach to
synthesizing piecewise-smooth dynamical systems with prescribed
chaotic dynamics can be used to design various hidden chaotic
attractors. These may include hidden attractors without equilibrium
points,42 although constructing a trapping region for such systems is
challenging.
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